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Dear Friends and Colleagues,

We welcome you warmly to London, for the Ninth International Conference on Computational and Financial
Econometrics (CFE 2015) and the Eighth International Conference of the ERCIM Working Group on Compu-
tational and Methodological Statistics (CMStatistics 2015). As many of you know, this annual conference has
become a leading joint international meeting for the interface of statistics, econometrics, empirical finance and
computing.

The conference aims at bringing together researchers and practitioners to discuss recent developments in compu-
tational methods for economics, finance, and statistics. The CFE-CMStatistics 2015 programme consists of 367
sessions, 5 plenary talks and over 1500 presentations. There are over 1650 participants. This is the biggest meeting
so far of the conference series in terms of number of participants and presentations.

The co-chairs have endeavoured to provide a balanced and stimulating programme that will appeal to the diverse
interests of the participants. The international organizing committee hopes that the conference venue will provide
an appropriate environment to enhance your contacts and to establish new ones.

The conference is a collective effort by many individuals and organizations. The Scientific Programme Commit-
tee, the Session Organizers, the local hosting universities and many volunteers have contributed substantially to
the organization of the conference. We acknowledge their work and the support of our hosts and sponsors, and
particularly Queen Mary University of London and Birkbeck University of London, UK.

The new Elsevier journal, Econometrics and Statistics (EcoSta) is being inaugurated at the conference. The EcoSta
is the official journal of the networks of Computational and Financial Econometrics (CFEnetwork) and of Compu-
tational and Methodological Statistics (CMStatistics). It publishes research papers in all aspects of econometrics
and statistics and it comprises two sections, namely, Part A: Econometrics and Part B: Statistics. The participants
are encouraged to submit their papers to special or regular peer-reviewed issues of EcoSta and its supplement
Annals of Computational and Financial Econometrics.

Looking forward, the CFE-ERCIM 2016 will be held at the University of Seville, Spain, from Friday 9 to Sunday
11 December 2016. Tutorials will take place on Thursday the 8th of December 2016. You are invited to participate
actively in these events.

We wish you a productive, stimulating conference and a memorable stay in London.

Ana Colubi, Erricos J. Kontoghiorghes and Herman K. Van Dijk: coordinators of CMStatistics & CFEnetwork.
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CMStatistics: ERCIM Working Group on
COMPUTATIONAL AND METHODOLOGICAL STATISTICS

http://www.cmstatistics.org

The working group (WG) CMStatistics comprises a number of specialized teams in various research areas of computational and
methodological statistics. The teams act autonomously within the framework of the WG in order to promote their own research
agenda. Their activities are endorsed by the WG. They submit research proposals, organize sessions, tracks and tutorials during the
annual WG meetings and edit journals special issues. The Econometrics and Statistics (EcoSta) and Computational Statistics & Data

Analysis (CSDA) are the official journals of the CMStatistics.

Specialized teams

Currently the ERCIM WG has over 1150 members and the following specialized teams

BM: Bayesian Methodology
CODA: Complex data structures and Object Data Analysis

CPEP: Component-based methods for Predictive and Ex-

ploratory Path modeling

DMC: Dependence Models and Copulas

DOE: Design Of Experiments

EF: Econometrics and Finance

GCS: General Computational Statistics WG CMStatistics
GMS: General Methodological Statistics WG CMStatistics
GOF: Goodness-of-Fit and Change-Point Problems
HDS: High-Dimensional Statistics

ISDA: Imprecision in Statistical Data Analysis

LVSEM: Latent Variable and Structural Equation Models

MCS: Matrix Computations and Statistics

MM: Mixture Models

MSW: Multi-Set and multi-Way models

NPS: Non-Parametric Statistics

OHEM: Optimization Heuristics in Estimation and Modelling
RACDS: Robust Analysis of Complex Data Sets

SAE: Small Area Estimation

SAET: Statistical Analysis of Event Times

SAS: Statistical Algorithms and Software
SEA: Statistics of Extremes and Applications
SFD: Statistics for Functional Data

SL: Statistical Learning

SSEF: Statistical Signal Extraction and Filtering
TSMC: Times Series Modelling and Computation

You are encouraged to become a member of the WG. For further information please contact the Chairs of the specialized groups (see

the WG’s website), or by email at info@cmstatistics.org.

CFEnetwork
COMPUTATIONAL AND FINANCIAL ECONOMETRICS
http://www.CFEnetwork.org

The Computational and Financial Econometrics (CFEnetwork) comprises a number of specialized teams in various research areas
of theoretical and applied econometrics, financial econometrics and computation, and empirical finance. The teams contribute to the
activities of the network by organizing sessions, tracks and tutorials during the annual CFEnetwork meetings, submitting research
proposals. Furthermore the teams edit special issues currently published under the Annals of CFE. The Econometrics and Statistics

(EcoSta) is the official journal of the CFEnetwork.

Specialized teams

Currently the CFEnetwork has over 700 members and the following specialized teams

AE: Applied Econometrics
BE: Bayesian Econometrics
BM: Bootstrap Methods

CE: Computational Econometrics

ET: Econometric Theory
FA: Financial Applications
FE: Financial Econometrics

TSE: Time Series Econometrics

You are encouraged to become a member of the CFEnetwork. For further information please see the website or contact by email at

info@cfenetwork.org.
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TUTORIALS, MEETINGS AND SOCIAL EVENTS

WINTER SCHOOL AND TUTORIALS

The COST Action CRoNoS Winter Course on Robust methods and multivariate extremes takes place on Wednesday 9th to Friday 11th December
2015. On Wednesday and Thursday the course is given at the Senate Room of the Senate House and on Friday is given at the CLO BO1 at the
Clore Management Building of Birkbeck University of London. The courses on Friday are also designated as tutorials of the conference. The first
tutorial is given by Prof. Michael Falk (An Offspring of Multivariate Extreme Value Theory: D-Norms) at 9:00-13:30. The second tutorial is given
by Prof. Marc Hallin (Validity-Robust Semiparametrically Efficient Inference for Nonlinear Time Series Models) at 15:00 - 19:30.

SPECIAL MEETINGS by invitation to group members
e The CSDA Editorial Board meeting will take place on Friday 11th of December 2015 from 19:00-20:10.

The CSDA & Econometrics and Statistics (EcoSta) Editorial Boards dinner will take place on Friday 11th of December 2015 at 20:20.
e The Econometrics and Statistics (EcoSta) Editorial Board meeting will take place on Saturday 12th of December 2015, 18:45-20:15.

e The COST Action CRONOS Management Committee lunch-meeting will take place on Saturday 12th of December 2015, 13:00-15:00,
Lecture Room MAL B30.

SOCIAL EVENTS

o The coffee breaks will take place at the Crush Hall and MacMillan Hall of the Senate House, at rooms MAL B02 and MAL B04 of Birkbeck
University of London and at the Foyer of the Clore Management Centre. You must have your conference badge in order to attend the coffee
breaks.

o Welcome Reception, Saturday 12th of December, from 20:15-21:45. The Welcome Reception is open to all registrants and accompanying
persons who have purchased a reception ticket. It will take place at the Senate House (see map at page 1X). Conference registrants must
bring their conference badge and ticket and any accompanying persons should bring their reception tickets in order to attend the reception.
Preregistration is required due to health and safety reasons, and limited capacity of the venue. Entrance to the reception venue will be strictly
allowed only to those who have a ticket.

e Conference Dinner, Sunday 13th of December, from 20:30 to 23:45. The conference dinner is optional and registration is required. It will
take place at the Hotel Russell, 1-8 Russell Square (see map at page IX). Conference registrants and accompanying persons should bring
their conference dinner tickets in order to attend the conference dinner.

o Conference Buffet and Sandwich Lunches. The conference lunches are optional and registration is required. The Buffet Lunch will be
arranged at the Hotel Russell (1-8 Russell Square) on 12th, 13th and 14th of December 2015. The Sandwich lunch will be arranged at rooms
MAL B02 and MAL B04 of Birkbeck University of London and at the Foyer of the Clore Management Centre. Conference registrants and
accompanying persons should bring their conference lunch tickets in order to attend the conference lunches.

GENERAL INFORMATION

Addresses of venues

e Birkbeck and Clore Management Centre, University of London, Malet Street, London WC1E 7HX.
e University of London, Senate House, Malet Street, London WC1E 7HU.

Registration

The registration will be open on Friday afternoon 11th December 2015 at the Foyer of the tutorials venue, Clore Management Centre. The remaining
days, that is, 12-14 December 2015, the registration will take place at the McMillan Hall of the Senate House.

Presentation instructions

The lecture rooms will be equipped with a PC and a computer projector. The session chairs should obtain copies of the talks on a USB stick before
the session starts (use the lecture room as the meeting place), or obtain the talks by email prior to the start of the conference. Presenters must
provide the session chair with the files for the presentation in PDF (Acrobat) or PPT (Powerpoint) format on a USB memory stick. This must be
done at least ten minutes before each session. Chairs are requested to keep the sessions on schedule. Papers should be presented in the order they
are listed in the programme for the convenience of attendees who may wish to go to other rooms mid-session to hear particular papers. In the
case of a presenter not attending, please use the extra time for a break or a discussion so that the remaining papers stay on schedule. The PC in
the lecture rooms should be used for presentations. An IT technician will be available during the conference and should be contacted in case of
problems.

Posters

The poster sessions will take place at the McMillan and Crush Halls of the Senate House. The posters should be displayed only during their
assigned session. The authors will be responsible for placing the posters in the poster panel displays and removing them after the session. The
maximum size of the poster is AQ.

Internet Connection
There will be a wireless Internet connection in the Macmillan Hall. You will need to have your own laptop in order to connect to the Internet.
The daily login and password will be displayed on the announcement board by the registration desk of the Macmillan Hall at the Senate House.
Participants from any eduroam-enabled institution can use the eduroam service in order to obtain access to Internet at Birkbeck.

© CFE and CMStatistics networks. All rights reserved. VII
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Lecture rooms

The paper presentations will take place at Birkbeck, Clore and Senate House (see map in the next page). The list of rooms and their capacity is
listed below. Due to health and safety regulations the maximum capacity of the rooms should be respected. There will be no signs indicating the
location of the lecture rooms, and therefore we advise that you visit the venue in advance. The opening, keynote and closing talks will take place
at the Beveridge Hall of the Senate House. The poster sessions will take place at the Macmillan Hall and Crush Hall of the Senate House.

Room Capacity  Floor Location Room Capacity  Floor Location

Gordon 40 Ground Senate House Bloomsbury 50 Ground Senate House
Bedford 50 Ground Senate House Beveridge Hall 450 Ground Senate House
Woburn 50 Ground Senate House Torrington 50 First Senate House
Court 70 First Senate House Jessel 50 First Senate House
Chancellor’s Hall 140 First Senate House G21A 30 Ground Senate House
Athlone 30 Ground Senate House Holden 30 First Senate House
Montague 30 Ground Senate House SH 349 80 Third Senate House
Senate 80 First Senate House Macmillan Hall 220 Ground Senate House
MAL B20 99 Basement  Birkbeck Malet St MAL B33 165 Basement  Birkbeck Malet St
MAL B34 222 Basement  Birkbeck Malet St MAL B35 125 Basement  Birkbeck Malet St
MAL B36 123 Basement  Birkbeck Malet St MAL G15 48 Ground Birkbeck Malet St
MAL B30 40 Basement  Birkbeck Malet St MAL B29 30 Basement  Birkbeck Malet St
MAL 402 35 Fourth Birkbeck Malet St MAL 414 70 Fourth Birkbeck Malet St
MAL 415 55 Fourth Birkbeck Malet St MAL 421 130 Fourth Birkbeck Malet St
MAL 532 76 Fifth Birkbeck Malet St MAL 539 35 Fifth Birkbeck Malet St
MAL 540 35 Fifth Birkbeck Malet St MAL 541 48 Fifth Birkbeck Malet St
MAL 632 25 Sixth Birkbeck Malet St MAL 633 25 Sixth Birkbeck Malet St
CLO BO1 250 Basement  Clore CLO 101 50 First Clore

CLO 102 33 First Clore CLO 203 33 Second Clore

CLO 204 33 Second Clore CLO 306 33 Third Clore

Information and messages

You may leave messages for each other on the bulletin board by the registration desks. General information about restaurants, useful numbers, etc.
can be obtained from the registration desk.

Exhibitors
Elsevier, Numerical Algorithms Group (NAG), Springer, CRC Press (Taylor & Francis Group) and Atlantis Press.

VI © CFE and CMStatistics networks. All rights reserved.
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Map of the venue and nearby area
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PUBLICATION OUTLETS

Econometrics and Statistics (EcoSta)
http://www.elsevier.com/locate/ecosta

Econometrics and Statistics (EcoSta), published by Elsevier, is the official journal of the networks Computational and Financial Econometrics and
Computational and Methodological Statistics. It publishes research papers in all aspects of econometrics and statistics and comprises two sections:

Part A: Econometrics. Emphasis is given to methodological and theoretical papers containing substantial econometrics derivations or showing a
potential of a significant impact in the broad area of econometrics. Topics of interest include the estimation of econometric models and associated
inference, model selection, panel data, measurement error, Bayesian methods, and time series analyses. Simulations are considered when they
involve an original methodology. Innovative papers in financial econometrics and its applications are considered. The covered topics include
portfolio allocation, option pricing, quantitative risk management, systemic risk and market microstructure. Interest is focused as well on well-
founded applied econometric studies that demonstrate the practicality of new procedures and models. Such studies should involve the rigorous
application of statistical techniques, including estimation, inference and forecasting. Topics include volatility and risk, credit risk, pricing models,
portfolio management, and emerging markets. Innovative contributions in empirical finance and financial data analysis that use advanced statistical
methods are encouraged. The results of the submissions should be replicable. Applications consisting only of routine calculations are not of interest
to the journal.

Part B: Statistics. Papers providing important original contributions to methodological statistics inspired in applications are considered for this
section. Papers dealing, directly or indirectly, with computational and technical elements are particularly encouraged. These cover developments
concerning issues of high-dimensionality, re-sampling, dependence, robustness, filtering, and, in general, the interaction of mathematical methods,
numerical implementations and the extra burden of analysing large and/or complex datasets with such methods in different areas such as medicine,
epidemiology, biology, psychology, climatology and communication. Innovative algorithmic developments are also of interest, as are the computer
programs and the computational environments that implement them as a complement.

The journal consists, preponderantly, of original research. Occasionally, review and short papers from experts are published, which may be
accompanied by discussions. Special issues and sections within important areas of research are occasionally published. The journal publishes as a
supplement the Annals of Computational and Financial Econometrics.

Call For Papers Econometrics and Statistics (EcoSta)
http://www.elsevier.com/locate/ecosta

Papers containing novel econometrics or statistics component are encouraged to be submitted for publication in special peer-reviewed, or regular
issues of the new Elsevier journal Econometrics and Statistics (EcoSta) and its supplement Annals of Computational and Financial Econometrics.
The Econometrics and Statistics (EcoSta) is inviting submissions for the special issues with deadline for submissions the 28th February 2016:

e (Part A: Econometrics) Annals of Computational and Financial Econometrics.
e Special Issue on Bayesian methods in statistics and econometrics.

o (Part A: Econometrics) Special Issue on Time series econometrics.

(Part B: Statistics) Special Issue on Mixture models.

(Part B: Statistics) Special Issue on Functional data analysis.

For further information please consult http://www.cfenetwork.org or http://www.cmstatistics.org.

Call For Papers Computational Statistics & Data Analysis (CSDA)

http://www.elsevier.com/locate/csda

Papers containing strong computational statistics, or substantive data-analytic elements can also be submitted to special peer-reviewed, or regular
issues of the journal Computational Statistics & Data Analysis (CSDA). The CSDA is planning for 2016 the following special issues with deadline
for paper submissions the 28th February 2016:

e 2nd Special Issue on Robust Analysis of Complex Data.
e Special Issue on Design of Experiments.

e Special Issue on Advances in Medical Statistics.

Papers should be submitted using the Elsevier Electronic Submission tool EES: http://ees.elsevier.com/csda (in the EES please select the appropriate
special issue). Any questions may be directed via email to: csda@dcs.bbk.ac.uk.
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Saturday 12.12.2015  08:40 - 09:30 Room: Beveridge Hall ~ Chair: Herman van Dijk Keynote talk 1

Realized volatility based forecasting models: Exploiting the errors
Speaker:  Tim Bollerslev, Duke University, United States Andrew J Patton, Rogier Quaedvlieg

We propose a new family of easy-to-implement realized volatility based forecasting models. The models exploit the asymptotic theory for high-
frequency realized volatility estimation to improve the accuracy of the forecasts. By allowing the parameters of the models to vary explicitly with
the (estimated) degree of measurement error, the models exhibit stronger persistence, and in turn generate more responsive forecasts, when the
measurement error is relatively low. We document significant improvements in the accuracy of the resulting volatility forecasts compared to the
forecasts obtained from some of the most popular existing realized volatility based forecasting models. We also discuss multivariate extensions of
the new class of models and various applications thereof, including portfolio allocation decisions and systematic risk measurement.

Saturday 12.12.2015  10:05 - 10:55 Room: Beveridge Hall ~ Chair: Byeong Park Keynote talk 2

Random projection ensemble classification
Speaker:  Richard Samworth, University of Cambridge, United Kingdom

We introduce a very general method for high-dimensional classification, based on careful combination of the results of applying an arbitrary base
classifier to random projections of the feature vectors into a lower-dimensional space. In one special case that we study in detail, the random
projections are divided into non-overlapping blocks, and within each block we select the projection yielding the smallest estimate of the test error.
Our random projection ensemble classifier then aggregates the results of applying the base classifier on the selected projections, with a data-driven
voting threshold to determine the final assignment. Our theoretical results elucidate the effect on performance of increasing the number of projec-
tions. Moreover, under a boundary condition implied by the sufficient dimension reduction assumption, we show that the test excess risk of the
random projection ensemble classifier can be controlled by terms that do not depend on the original data dimension. The classifier is also compared
empirically with several other popular high-dimensional classifiers via an extensive simulation study, which reveals its excellent finite-sample per-
formance.

Sunday 13.12.2015  18:30 - 19:20 Room: Beveridge Hall ~ Chair: Stephen Pollock Keynote talk 3

Estimation and Inference for random time varying coefficient models
Speaker:  George Kapetanios, Queen Mary University of London, United Kingdom

Estimation and inference for random time varying coefficient models is considered when the random coefficient processes are persistent and
bounded. More complex settings than previously studied, including large dimensional datasets and instrumental variable estimation, are investi-
gated. The first setting focuses on the estimation of time varying covariance matrices for large datasets. A variety of popular such estimators are
generalised to the time varying case.Theoretical results are presented and data dependent methods for selecting tuning parameters are discussed.
The methods are applied to the construction of portfolios using a large number of assets. The second setting focuses on time varying instrumental
variable estimation that allows for the endogeneity status of regressors to change over time. Theoretical and simulation results are presented and
the methods are applied to a macroeconomic empirical application.

Monday 14.12.2015  12:05 - 12:55 Room: Beveridge Hall ~ Chair: Hans-Georg Mueller Keynote talk 4

Distributed estimation and inference with statistical guarantees
Speaker:  Jianqing Fan, Princeton University, United States Heather Battey, Han Liu, Junwei Lu, Ziwei Zhu

The focus is on hypothesis testing and parameter estimation in the context of the divide and conquer algorithm. In a unified likelihood based
framework, we propose new test statistics and point estimators obtained by aggregating various statistics from k subsamples of size n/k. In both
low dimensional and high dimensional settings, we address the important question of how to choose k as n grows large, providing a theoretical
upper bound on the number of subsamples that guarantees the errors due to insufficient use of full sample by the divide and conquer algorithms
are statistically negligible. In other words, the resulting estimators have the same inferential efficiencies and ¢, estimation rates as a practically
infeasible oracle with access to the full sample. For parameter estimation, we show that the error incurred through the divide and conquer estima-
tor is negligible relative to the minimax estimation rate of the full sample procedure. Thorough numerical results are provided to back up the theory.

Monday 14.12.2015  18:10 - 19:00 Room: Beveridge Hall ~ Chair: Yi Li Keynote talk 5

Model-based geostatistics for prevalence mapping in low-resource settings
Speaker:  Peter Diggle, Lancaster University and University of Liverpool, United Kingdom Emanuele Giorgi

Statistical methods and software associated with the standard model are first reviewed, then several methodological extensions are considered whose
development has been motivated by the requirements of specific applications. These include: low-rank approximations for use with large data-sets;
methods for combining randomised survey data with data from non-randomised, and therefore potentially biased, surveys; spatio-temporal exten-
sions; spatially structured zero-inflation. Finally, we will also describe disease mapping applications that have arisen through collaboration with a
range of African public health programmes.
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CO416 Room Chancellor’s Hall ANALYSIS OF HIGH-DIMENSIONAL TIME SERIES I Chair: Marco Lippi

CO0378: Generalized dynamic factor models and volatilities

Presenter: Matteo Barigozzi, London School of Economics, United Kingdom

Co-authors: Marc Hallin

In large panels of time series with a dynamic factor structure on the levels or returns, the volatilities of the common and idiosyncratic components
are often strongly correlated suggesting the presence of common volatility shocks, i.e. they also admit a dynamic factor decomposition. Based on
this observation, we propose an entirely non-parametric and model-free two-step general dynamic factor approach which accounts for the factor
structure both of returns and of volatilities. We propose a two-step estimation procedure based on one-sided representations of dynamic factor
models, and we give some preliminary conditions for consistent estimation of common components of volatilities when both n and T are large.
Finally, we apply our method to the panel of SP100 asset returns in order to build GARCH based volatility forecasts. Results show that our approach
is superior to existing univariate and multivariate methods when predicting daily highlow range.

C00399: Optimal linear prediction of stochastic trends

Presenter: 'Tommaso Proietti, University of Roma Tor Vergata, Italy

Co-authors: Alessandro Giovannelli

A recent strand of the time series literature has considered the problem of estimating high-dimensional autocovariance matrices, for the purpose of
out of sample prediction. For an integrated time series, the Beveridge-Nelson trend is defined as the current value of the series plus the sum of all
forecastable future changes. For the optimal linear projection of all future changes into the space spanned by the past of the series, we need to solve
a high-dimensional Toeplitz system involving n autocovariances, where 7 is the sample size. A non parametric estimator of the trend is proposed
that relies on banding, or tapering, the autocovariance sequence to achieve consistency. We derive the properties of the estimator and compare it
with alternative parametric estimators based on the direct and indirect finite order autoregressive predictors. We then consider the estimation of
trends within a multivariate system composed of a target series (e.g. gross domestic product) and a set of observable dynamic factors.

CO1238: Estimation of generalized linear dynamic factor models: The single and the mixed frequency case

Presenter: Manfred Deistler, Vienna University of Technology, Austria

Co-authors: Alexander Braumann, Elisabeth Felsenstein, Diego Fresoli, Lukas Koelbl

We consider generalized linear dynamic factor models in a stationary framework; the observations are represented as the sum of two uncorrelated
component processes: the so-called latent process, which is obtained from a dynamic linear transformation of a low dimensional dynamic factor
process and which shows strong dependence of its components, and the noise process, which shows weak dependence of the components. The
latent process is assumed to have a singular rational spectral density. In high dimensional time series often the univariate component series are
available at different sampling frequencies. This is called mixed frequency observations. We discuss estimation, first for the single frequency case,
consisting of the following steps: 1) Denoising, i.e. obtaining estimates of the latent variables and of the static factors from the observations, e.g.
via a PCA or a Kalman filtering procedure described; 2) Estimation of a VAR for the static factors, e.g. by AIC and Yule Walker estimators; 3)
Estimation of the dimension of the dynamic factors via a PCA on the innovations of the VAR. This procedure is generalized to the mixed frequency
case. Several overall estimation procedures, both for the single and for the mixed frequency case, are evaluated and compared by Monte Carlo
simulations.

C0623 Room Bloomsbury STATE SPACE MODELS AND COINTEGRATION Chair: Martin Wagner

CO0469: Polynomial cointegration

Presenter: Martin Wagner, Technical University Dortmund, Germany

Co-authors: Dietmar Bauer

A complete definition of polynomial cointegration is provided, including notions of non-triviality and minimum-degree. The relations of our
definition to existing definitions in the literature are clarified in detail. We use the state space framework to describe the polynomial cointegrating
spaces for multivariate unit root processes. This is particularly convenient as it allows to transform dynamic polynomial cointegration into a static
cointegration problem of a suitably defined process. We furthermore derive expressions that allow to construct tests for the occurrence of certain
polynomial cointegrating relationships for a given system. Finally, it is shown that the state space representation allows for an easy understanding
of the driving forces underlying polynomial cointegration. This is demonstrated for the /(2) case.

CO0521: Asymptotic properties of subspace methods for the estimation of seasonally cointegrated models

Presenter: Dietmar Bauer, University Bielefeld, Germany

Co-authors: Rainer Buschmeier

The aim is to investigate the asymptotic properties of the so-called CCA (canonical correlation analysis) algorithm in the case when the data
generating process is a minimal state space system containing unit roots at the seasonal frequencies. It is shown that in this situation under mild
assumptions on the noise process and under the assumption of known system order, the algorithm provides strongly consistent estimates of the
impulse response coefficients without any knowledge on the dynamic properties in terms of (co-)integration of the data generating process. If the
number of common cycles for each unit root (i.e. the unit root structure) is known, consistent system matrix estimators can be obtained. Consistency
is robust to the extraction of a deterministic trend, constant and deterministic seasonal cycles using seasonal dummies prior to the application of
the algorithm. Furthermore, three different procedures for estimating and testing for the number of common trends are proposed and investigated.
Two of the suggested procedures mimic tests that could be applied if the true state was known and operate on each unit root separately. The small
sample size and power properties are compared for the three tests as well as to standard estimators and tests in the VAR setting.

CO1692: Some results on the structure theory of cointegrated state space systems

Presenter: Massimo Franchi, University of Rome La Sapienza, Italy

Minimality of the state space representation of a stochastic process places restrictions on the rank of certain matrices that shape its integration and
cointegration properties. These restrictions characterize unit root processes in the state space framework. Building on these results, the cointegration
and polynomial cointegration properties of the process are described in the I(d) - d greater or equal to 1 - case. The /(1) and /(2) cases and their
connection with factor models are discussed in detail.
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CO596 Room Montague TEMPORAL AND SPATIAL ECONOMETRIC MODELLING AND TESTING Chair: Zudi Lu

CO0541: Indirect inference in spatial autoregression

Presenter: Maria Kyriacou, University of Southampton, United Kingdom

Ordinary least squares (OLS) is well known to produce an inconsistent estimator of the spatial parameter in pure spatial autoregression (SAR). The
potential of indirect inference to correct the inconsistency of OLS is explored. Under broad conditions, it is shown that indirect inference (II) based
on OLS produces consistent and asymptotically normal estimates in pure SAR regression. The II estimator is robust to departures from normal
disturbances and is computationally straightforward compared with pseudo Gaussian maximum likelihood (PML). Monte Carlo experiments based
on various specifications of the weighting matrix confirm that the indirect inference estimator displays little bias even in very small samples and
gives overall performance that is comparable to the Gaussian PML.

CO0555: Cross-validation bandwidth selection for kernel density estimation with spatial data

Presenter: Zudi Lu, University of Southampton, United Kingdom

Co-authors: Zhenyu Jiang, Nenxiang Ling

Nonparametric kernel method has become increasingly useful in exploring non-Gaussian distribution and nonlinearity with spatial data, in which
bandwidth selection is a fundamental component. Cross validation (CV) has been a popular approach for bandwidth selection in nonparametric
analysis of independent or time series data. However, although CV has been used in selecting bandwidth for some empirical analyses of real spatial
data in the literature, there has been neither theory of asymptotic optimality nor study of its finite sample performance that justifies the CV method
for spatial data. In fact, because of multi-direction and lacking of natural ordering in space, it becomes more challenging to establish a theory for
the bandwidth selection with spatial data than in time series case. We aim to make a first step to bridge the gap by developing large-sample theory
for the CV bandwidth selection in kernel density estimation of spatial stationary lattice random fields. The convergence and asymptotic optimality
of the CV selected bandwidth are developed under some mild conditions. The finite-sample performances of these CV properties are also examined
by simulation.

CO0746: Adjusted MLE for the spatial autoregressive parameter

Presenter: Federico Martellosio, University of Surrey, United Kingdom

The quasi-maximum likelihood estimator (QMLE) of the autoregressive parameter in a spatial autoregression can suffer from substantial bias. Part
of this bias is due to the presence of other parameters in the model, and a simple approach to reduce the impact of nuisance parameters is to recenter
the profile score. We study properties of the resulting estimator, named the adjusted QMLE. Despite being first-order asymptotically equivalent,
the QMLE and the adjusted QMLE estimators behave quite differently in many cases of practical interest. In particular, we show that the supports
of their distributions may be different, which implies that care needs to be taken when comparing the two estimators.

CO524 Room Athlone MODELING COMMODITY PRICES AND VOLATILITY Chair: Helena Veiga

C0O0623: On the impact of macroeconomic uncertainty on the volatility of commodity prices

Presenter: Marc Joets, Ipag Business School and University Paris Ouest, France

The aim is to analyze the impact of macroeconomic uncertainty on a large sample of 19 commodity markets. We rely on a robust measure of
macroeconomic uncertainty based on a wide range of monthly macroeconomic and financial indicators, and we estimate a structural threshold
VAR (TVAR) model to assess whether the effect of macroeconomic uncertainty on commodity price returns depends on the degree of uncertainty.
Our findings show that whereas the safe-haven role of precious metals is confirmed, agricultural and industrial markets are highly sensitive to
the variability and the level of macroeconomic uncertainty, respectively. In addition, we show that the recent 2007-09 recession has generated an
unprecedented episode of high uncertainty in numerous commodity markets that is not necessarily accompanied by a subsequent volatility in the
corresponding prices, highlighting the relevance of our uncertainty measure in linking uncertainty to predictability rather than to volatility.

CO0723: Spillover effect of stock market panic on crude oil and natural gas markets

Presenter: Julien Chevallier, IPAG Business School, France

Co-authors: Yue-Jun Zhang

The Volatility Threshold Dynamic Conditional Correlations (VT-DCC) approach is introduced to investigate the spillover effect of stock market
panic on crude oil and natural gas markets conditional on volatility regimes. Methodologically, the DCC-MVGARCH model allows the dynamics
of correlations to depend on asset variances through a threshold structure. The empirical study of our model to a sample of US stock market panic,
represented by the volatility index (VIX), during 1996-2015 indicates that the periods of stock market investors’ panic are significantly associated
with an increase in cross-market co-movement. The modeling framework represents a useful tool for the study of market contagion.

CO1046: Pricing the (European) option to switch between two energy sources: An application to crude oil and natural gas

Presenter: Hayette Gatfaoui, IESEG School of Management, France

We consider the viewpoint of a firm, which can choose between crude oil and natural gas to run its business. The trade-off between those two
energy sources is straightforward since the firm selects the energy source, which minimizes its energy or production costs at a given time horizon.
Assuming the energy strategy to be established over a fixed time window, the energy choice decision will be made at a given future date 7. In this
light, the firms’ energy cost can be considered as a long position in a risk-free bond by an amount of the terminal oil price, and a short position in a
European put option to switch from oil to gas by an amount of the terminal oil price too. As a result, the option to switch from crude oil to natural
gas allows for establishing a hedging strategy with respect to energy costs. Modelling stochastically the underlying asset of the European put, we
propose a valuation formula of the option to switch and calibrate the pricing formula to empirical data on a daily basis. Hence, our innovative
framework handles widely the hedge against the price increase of any given energy source versus the price of another competing energy source (i.e.
minimizing energy costs). Moreover, we provide a price for the cost-reducing effect of the capability to switch from one energy source to another
one (i.e. hedging energy price risk).

C0O464 Room Woburn EARLY WARNING SYSTEM AND SYSTEMIC RISK INDICATORS I Chair: Gian Luigi Mazzi

CO0697: Logit and multinomial logit models for early warning systems: On the duration of systemic banking crises

Presenter: Leone Leonida, Queen Mary University of London, United Kingdom

Co-authors: George Kapetanios, Pietro Calice, Giovanni Caggiano

The performance of the binomial and multinomial logit models in forecasting systemic banking crises is compared in the context of building early
warning systems. We argue that, because the average duration of the crises in the sample of countries is longer than one year, the predictive
performance of binomial logit models is likely to be hampered by what we define the crisis duration bias. The bias arises from the decision to either
treat crisis years after the onset of a crisis as noncrisis years or remove them altogether from the model. A simple Monte Carlo experiment shows
that, if compared to the binomial logit model, the multinomial logit approach improves the predictive power of the EWS. We apply the latter to a
sample of world economies. Results strongly support the use of the multinomial logit model.
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CO0972: Identifying indicators for stress in the banking system: A simulation based approach

Presenter: Makram El-Shagi, Henan University, China

Co-authors: Jacky Mallett

Due to the experience in the most recent financial crises, that caught politicians and scientists alike by surprise, assessing the fragility of the
financial system and detecting stress in the banking system has become a major concern. We propose an agent based simulation tool to identify
potential measures of financial stress. Our simulation is based on a double entry book keeping reproduction of bank operations to obtain a highly
detailed representation of bank balance sheets which are subject to both economic and regulatory constraints. We use this simulation within a
simplified economic framework to recreate the pathology of a banking crisis in a controlled environment. Based on this simulation we identify
crisis indicators both on the bank level and the system level. While the main objective is identifying potential measures of crisis risk where the
necessary data is not yet being collected, we test the predictive performance of selected indicators that are available to validate our simulations.

CO1139: Quantifying systemic risk

Presenter: Nina Boyarchenko, Federal Reserve Bank of New York, United States

Co-authors: Domenico Giannone, Tobias Adrian

Using a large panel of macroeconomic, financial and balance sheet explanatory variables, we construct the conditional distribution of future GDP
growth, inflation and unemployment from quantile regressions. We document a systemic risk-return trade-off: higher median projections of future
GDP growth come at the cost of a larger interquartile range. Furthermore, periods of low realized volatility are associated with large left tails of
future GDP growth. Finally, we show that the quantile regression methodology is robust in out-of-sample testing.

CO392 Room Senate GARCH INNOVATIONS Chair: Christian Francq

CO0856: Testing for policy effects in ARMA-GARCH model

Presenter:  Wojciech Charemza, University of Leicester, United Kingdom

Co-authors: Christian Francq, Svetlana Makarova, Jean-Michel Zakoian

We propose tests for detecting outcomes of policy decisions in ARMA-GARCH model. It is assumed that neither timing nor the magnitude of
such decisions is known, and the outcomes can be detected by testing the distribution of innovations of the model. It is proved that the Lagrange
Multiplier-type tests have well defined asymptotic properties. It is also shown that the power is reasonable for a range of alternatives. Finite sample
critical values are obtained by simulation. Empirical application leads to identifying countries with significant fiscal policy effects in series of daily
and monthly 10-year government bonds for 37 countries.

CO0878: Root—n consistent estimation of the density of a GARCH(1,1) process

Presenter: Lionel Truquet, ENSAI, France

It is well known that the density of a function of several independent random variables can be estimated at the usual parametric rate of convergence,
using U —statistics arguments and kernel density estimation. For time series, such results are available for linear processes. We explain that this
approach can be generalized to estimate the marginal density of non linear processes and we give some assumptions under which one can estimate
the density of a GARCH(1,1) process with a root—n consistent estimator.

CO1362: Two step estimation of multivariate GARCH and stochastic correlation models

Presenter: Jean-Michel Zakoian, CREST, France

Co-authors: Christian Francq

The estimation of a wide class of multivariate volatility models is investigated. Instead of estimating an m—multivariate volatility model, a much
simpler and numerically efficient method consists in estimating m univariate GARCH-type models Equation by Equation (EbE) in the first step,
and a correlation matrix in the second step. Strong consistency and asymptotic normality (CAN) of the EbE estimator are established in a general
framework, including Dynamic Conditional Correlation models. The EbE estimator can be used to test the restrictions imposed by a particular
MGARCH specification. For general Constant Conditional Correlation models, we obtain the CAN of the two-step estimator. Comparisons with
the global method, in which the model parameters are estimated in one step, are provided. Monte Carlo experiments and applications to financial
series illustrate the interest of the approach.

CO528 Room Holden FUNDS PERFORMANCE MEASUREMENT Chair: Spyridon Vrontos

CO0988: Diversification benefits of commodities: A stochastic dominance efficiency approach

Presenter: Nikolas Topaloglou, Athens University of Economics and Business, Greece

In light of the growing interest in investments in commodities, we revisit the open question whether commodities should be included in investors’
portfolios. We deviate from the previous literature and employ for the first time a stochastic dominance efficiency (SDE) approach. SDE is
a non-parametric concept that accommodates deviations from normality and circumvents the necessity to specify a utility function to describe
investor’s preferences. We find that commodities provide diversification benefits both in- and out-of-sample and regardless of the SDE criterion
and performance evaluation measure. This evidence is stronger when commodity indices which mimic dynamic commodity trading strategies are
used.

CO1340: A comprehensive approach to survival analysis of hedge funds

Presenter:  Spyridon Vrontos, University of Essex, United Kingdom

Co-authors: Ekaterini Panopoulou

The aim is to estimate the probability of survivorship of individual hedge fund data reported in BarclayHedge database. We employ a plethora of
alternative models and a comprehensive data set of indicator variables and hedge fund characteristics. Emphasis is given on the significant factors
that affect the lifetime of hedge funds.

CC0982: Divergence and performance: A new measure of hedge fund distinctiveness

Presenter: Nikolaos Voukelatos, University of Kent, United Kingdom

Co-authors: Ekaterini Panopoulou

We explore whether the level of strategy distinctiveness is associated with future hedge fund performance. We propose a new measure of the
distinctiveness of a hedge fund’s strategy based on the fund’s contribution to the cross-sectional dispersion of returns computed from the universe
of all hedge funds. We argue that this Dispersion Contribution Index (DCI) can serve as a meaningful and easily computable measure of hedge
fund distinctiveness. The intuition behind DCI is that, the more distinct the investment strategy pursued by a hedge fund, the more likely the fund’s
returns to diverge from the mean return in the market and, by extension, the larger its contribution to the cross-sectional dispersion of returns in
the industry. We investigate the time-series and cross-sectional properties of DCI computed from US hedge fund returns. More importantly, we
empirically examine if a higher level of strategy distinctiveness, as measured by DCI, is related to better subsequent performance.
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CO0496 Room SH349 TIME SERIES Chair: Marco Reale

CO1074: Generalised linear models for the spectrum of a time series

Presenter:  Alessandra Luati, University of Bologna, Italy

Co-authors: Tommaso Proietti

The aim is to introduce the class of generalised linear models with Box-Cox link, which is based on the truncated Fourier series expansion of the
Box-Cox transformation of the spectral density. The coefficients of the expansions (which we term the generalised cepstral coefficients) are related
to the generalised autocovariances of the series. The link function depends on a power transformation parameter and encompasses the exponential
model, which is based on the Fourier series expansion of the logarithm of the spectral density. Other important special cases are the inverse link,
which leads to modelling the inverse spectrum), and the identity link. One of the merits of this model class is the possibility of nesting alternative
spectral estimation methods (autoregressive, exponential, etc.) under the same likelihood-based framework.

CO1415: Testing asset price bubbles with financial data

Presenter: Yang Zu, City University London, United Kingdom

Existing literature studying the asset price bubbles does not consider the nonstationary volatility in the data. The bubble testing problem with
nonstationary volatility in a continuous-time model is studied. First, the asymptotic distribution of the classical Dickey-Fuller ¢ statistic under the
nonstationary volatility is derived. Then a Dickey-Fuller #—type statistic motivated by a weighted least squares regression is proposed, where the
weight is defined by a preliminary estimated spot error volatility, and its asymptotic distribution is also studied. These statistics are then used
to construct tests for asset price bubbles. Monte Carlo simulation and empirical examples show that the bubble test based on the weighted least
squares ¢ statistic is reasonably well sized and has superior power property.

CO1780: Edge deletion tests in graphical models for time series

Presenter: Marco Reale, University of Canterbury, New Zealand

Co-authors: Rory Ellis, Anna Lin, Chris Price

Sparse structural VAR’s can be effectively identified with graphical models. A fundamental step in this approach is the estimation of the conditional
independence graph. We give a brief overview of the methodology and compare different tests for edge deletion.

C0O420 Room Jessel ROBUST METHODS Chair: Stephane Guerrier

CO1242: The robust lasso for high dimensional regression

Presenter:  Christophe Croux, Leuven, Belgium

Co-authors: Andreas Alfons

Sparse model estimation is a topic of high importance due to the increasing availability of data sets with a large number of variables. Another
common problem in applied statistics is the presence of outliers in the data. We discuss several possibilities to combine robust regression and
sparse model estimation. We focus on the sparse least trimmed squares estimator, a robustified version of the lasso. This estimator has a high
breakdown point, and a fast algorithm for its computation is available. An important advantage of this estimator is that no initial sparse robust
estimator is needed, neither does the scale of the error terms needs to be known. We discuss in more detail the estimation of the scale of the error
terms, needed for constructing outlier detection rules in robust regression.

CO0173: Semiparametrically efficient rank-based estimation for dynamic location and scale models

Presenter: Davide La Vecchia, University of Geneva, Switzerland

Co-authors: Marc Hallin

New rank-based procedures are introduced to conduct semiparametric inference on time series models. In the considered setting, the conditional
location and scale of the process depend on an Euclidean parameter, while the innovation density is an infinite dimensional nuisance parameter.
Easy-to-implement rank-based estimators (R-estimators) are derived and their properties are discussed, with emphasis on semiparametric efficiency
and root-n consistency even in the presence of misspecification. The developed methodology has a wide range of applications, including linear and
nonlinear models, in either discrete- or continuous-time, with either homo- or heteroskedasticity. Numerical examples about the modeling of the
two scale realized volatility illustrate the performances of the proposed R-estimators. Finally, some extensions related to constrained inference on
conditional duration models for market microstructure analysis and multivariate time series are briefly discussed.

CO0400: Robust inference for time series models: A wavelet-based framework

Presenter:  Stephane Guerrier, University of Illinois at Urbana-Champaign, United States

Co-authors: Roberto Molinari

The aim is to present a new framework for the robust estimation of time series models which is fairly general and, for example, covers models
going from ARMA to state-space models. This approach provides estimators which are (i) consistent and asymptotically normally distributed,
(ii) applicable to a broad spectrum of time series models, (iii) straightforward to implement and (iv) computationally efficient. The framework
is based on the recently developed Generalized Method of Wavelet Moments and a new robust estimator of the wavelet variance. Compared to
existing methods, the latter directly estimates the quantity of interest while performing better in finite samples and using milder conditions for its
asymptotic properties to hold. Hence, not only we provide an alternative estimator which allows us to perform wavelet variance analysis when data
are contaminated, but also a general approach to robustly estimate the parameters of a variety of time series models. The simulations confirm the
better performance of the proposed estimators and the applications show the usefulness and broadness of the proposed methodology in domains
such as hydrology and engineering with sample sizes up to 500,000.

CO538 Room Gordon MACROECONOMIC ANALYSIS Chair: Peter Zadrozny

CO1435: An econometric method for decomposing total-input productivity into input-specific productivities

Presenter: Peter Zadrozny, Bureau of Labor Statistics, United States

The aim is to develop and illustrate with aggregate U.S. data an econometric method for decomposing total-input productivity or the Solow residual
into input-specific productivities or input-specific Solow residuals, that requires the same data as the Solow residual, in particular, requires no input-
specific information. The method is based on an estimated Cobb-Douglas Marginal Production (CDMP) function. Commonly used production
functions such as Cobb-Douglas and Constant Elasticity of Substitution (CES) production functions are special cases of the considerably more
general CDMP function. Instead of the usual approach of explaining the Solow residual in terms of input-specific information, the proposed
method suggests more directly explaining input-specific Solow residuals in terms of input-specific information, which should result in more
accurate inferences on the sources of productivity change.
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CO1446: Information and inequality

Presenter: Xiaowen Lei, Simon Fraser University, Canada

Co-authors: Kenneth Kasa

The relationship between information acquisition and capital income inequality is studied. Investors have a Shannon information-processing
constraint, which can be relaxed through costly information acquisition. A competitive equilibrium is characterized by solving a Pareto problem
with endogenous Pareto weights. Heterogeneous beliefs evolve endogenously as a function of the Pareto weights. Allocations are decentralized
by introducing equity and bond markets, and a market for information. The equilibrium features a wealth inequality amplification mechanism
previously highlighted in the literature, in which wealthy investors optimally choose to acquire more information. Evidence is provided suggesting
that rising capital income inequality can be partially attributed to endogenous information acquisition.

CC1465: Doubts, inequality, and bubbles

Presenter: Kenneth Kasa, Simon Fraser University, Canada

Co-authors: In-Koo Cho

Two agents share a common benchmark model for dividends. Each is risk-neutral but uncertainty averse, i.e., preferences are linear in consumption,
but each agent has doubts about the specification of the dividend process. These doubts manifest themselves has a preference for robustness. Robust
preferences introduce pessimistic drift distortions into the benchmark dividend process. These distortions increase with the level of wealth, and
give rise to endogenous heterogeneous beliefs. Belief heterogeneity allows asset price bubbles to emerge. A novel implication of our analysis is
that bubbles are more likely to occur when wealth inequality increases. A key advantage of our analysis is that detection error probabilities can be
used to assess whether empirically plausible doubts about dividends can explain observed bubble episodes.

CO0418 Room Court CO-MOVEMENTS IN MACRO AND FINANCE TIME SERIES Chair: Alain Hecq

C00523: Index-augmented autoregressive models: Representation, estimation, and forecasting

Presenter: Gianluca Cubadda, University of Rome Tor Vergata, Italy

Co-authors: Elisa Scambelloni

The purpose is to examine the condition under which each individual series that is generated by a n—dimensional Vector Auto-Regressive (VAR)
model can be represented as an autoregressive model that is augmented with the lags of ¢ linear combinations of all the variables in the system. We
call this modelling Index-Augmented Autoregression (IAAR). We show that the parameters of the IAAR can be estimated by a switching algorithm
that increases the Gaussian likelihood at each iteration. Provided that the number of factors g times the VAR order p is small compared to the
sample size T, we propose a regularized version of our algorithm to handle a medium-large number of time series. We illustrate the usefulness of
the IAAR modelling both by empirical applications and simulations.

CO1456: Testing for news and noise in non-stationary time series subject to multiple revisions

Presenter: Michalis Stamatogiannis, University of Bath, United Kingdom

Co-authors: Alain Hecq, Jan PAM Jacobs

Before being considered definitive, data currently produced by statistical agencies undergo a recurrent revision process resulting in different releases
of the same phenomenon. The collection of all these vintages is referred to as a real-time data set. Economists and econometricians have realized
the importance of this type of information for economic modeling and forecasting. We focus on testing non-stationary data for forecastability, i.e.
whether revisions reduce noise or are news. To deal with historical revisions which affect the whole vintage of time series due to redefinitions,
methodological innovations etc. we employ the recently developed Impulse Indicator Saturation approach, which involves adding an indicator
dummy for each observation to the model. We illustrate our procedures with the Real Gross National Product series from ALFRED and find that
revisions to this series neither reduce noise nor can be considered as noise.

CC1075: Cross-border effects of fiscal policy in the Eurozone

Presenter: Andreea Bicu, Bank of England, United Kingdom

Co-authors: Lenard Lieb

We empirically assess spillovers from fiscal policy in the Euro area. We propose a structural multi-country factor-augmented vector autoregression
model identified with sign restrictions and analyse the domestic and international effects of fiscal policy measures. By extracting information
from an extended set of country specific and cross-border variables, we are able to account for the different channels through which government
expenditure shocks are transmitted within as well as across borders. We find significant negative effects of fiscal consolidations on domestic output,
private consumption and investment. More importantly, spending cuts in Italy and Spain induce significant and persistent output spillovers on
Germany and France.

C0424 Room Torrington TECHNICAL ANALYSIS AND ADAPTIVE MARKETS Chair: Robert Hudson

C0O0526: On technical trading rules

Presenter:  Andrew Urquhart, University of Southampton, United Kingdom

Co-authors: Robert Hudson, Bartosz Gebka

A previous study found that technical trading rules have strong predictive power. Since then, there has been an explosion of studies examining
the potential profitability of technical trading rules. However the majority of these studies examine the performance of technical trading rules
over some pre-determined period and through a number standard parameters of technical trading rules. The aim is to investigate whether investors
could have exploited various technical trading rules in the DJIA and FT30 over a long horizon. Employing a parameter sweep, we report the most
successful technical trading rules over various subperiods and show how the most successful set of parameters of technical trading rules change
over time. This provides strong evidence of the Adaptive Market Hypothesis and that investors need to be weary of the parameters they employ
when using technical trading rules.

CO1348: On the determinants of stability in financial markets

Presenter:  Mona Soufian, Hull University Business School, United Kingdom

With an intention to investigate the determinants of stability in financial market, we attempt to build further on the work of fresh thinking on
systematic risk and use Agent Based Modelling to examine systematic risk and stability in financial markets. We consider financial market as a
complex system and examine complexity and stability, which are evidentially the common ground between financial systems and network science.
We examine whether the stability of financial markets can be influenced by the systems complexity, agents population and the connectedness
between agents. The results would be beneficial to build and further develop fresh thinking on systematic risk in financial markets.
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CO1810: Investigating the profitability of technical analysis using cross-sectional country data

Presenter: Robert Hudson, University of Hull, United Kingdom

‘We initially present results showing the profitability of technical analysis for a comprehensive list of countries. We then test whether, as in the prior
literature on US stocks, rule returns are positively related to risk as measured by standard deviation. To further understand our findings we consider
the distinction between the economic returns generated by rules and the ability of rules to predict market direction. We do this both algebraically
and by empirical investigation of the data. We subsequently consider the effect of time varying standard deviation and investigate other potential
causes of predictability relating to different national characteristics.

CGS577 Room Bedford CONTRIBUTIONS ON NONSTATIONARY TIME SERIES AND PANELS Chair: Michael Vogt

CC0260: The long-run dynamics of the real sovereign bonds: What it can be learnt from Net Foreign Assets

Presenter: Melika Ben Salem, University Paris-Est Marne-la Vallee, France

Co-authors: Barbara Castelletti Font

Many theoretical and empirical studies have been devoted to explain the long-run dynamics of real interest rates. Economic theory indicates GDP,
the rate of return on investment, time preference and risk whereas the relationship with fiscal policy variables remains an open issue. Sovereign
bond yields have been declining since the 1980s, which casts doubt to their reaction to the deterioration of budget deficits in OECD countries. It
seems then useful to disentangle short-run and long run determinants. If short-run determinants allow us to proxy the shifts in expectations about
the fundamentals, open economies with high degree of financial integration should share common transmission mechanisms for their real interest
rates, at least in the long run. On the contrary expectations could differ in the short-run. These two features explain the choice of an heterogeneous
panel error-correction model. Departing from the existing studies the net international investment position, regarded as an indicator of default
risk is introduced. The idea that net foreign assets play a role on macroeconomic performance and stability is at the heart. Our analysis yields a
key finding: net foreign assets combined nonlinearly with government debt do explain the long-run dynamics of sovereign bond yields, even with
short-term interest rates.

CC1565: New results on the power of some tests for a fixed unit root under a stochastic unit root alternative

Presenter:  Julio Angel Afonso-Rodriguez, University of la Laguna, Spain

The nonstationary behaviour of some macroeconomic and financial time series seems to be not well characterized by the standard unit root process.
Within the class of nonlinear unit root processes, we concentrate on the so-called stochastic (or randomized) unit root (STUR) process which
introduces an additional persistent component that could explain some of the conflicting empirical results arising when testing for the null of a fixed
unit root against a stationary alternative, and nests two different nonstationary alternatives to the standard fixed unit root process such as the pure
STUR and the bilinear unit root (BLUR) processes. By introducing general assumptions about serially and mutually correlated errors and a proper
normalization of the parameter governing the effect of the additional component, we study the power properties of a great variety of parametric
and semiparametric tests for the null of a fixed unit root against the alternatives of stationarity and nonlinear nonstationarity, as well as for some
tests for the null of stationarity. We obtain some new results that could explain the apparent conflicts arising when combine the outcomes of some
of these complementary testing procedures, and propose an alternative testing procedure to discriminate between a fixed unit root against any of
these two sources of nonlinear nonstationarity, incorporating a semiparametric correction for serially correlated errors with good size and power
properties.

CC1588: Estimating structural parameters in regression models with adaptive learning

Presenter: Michael Massmann, WHU - Otto Beisheim School of Management, Germany

Co-authors: Norbert Christopeit

The ordinary least squares (OLS) estimator of the structural parameters is examined in a class of stylised macroeconomic models in which agents
are boundedly rational and use an adaptive learning rule to form expectations of the endogenous variable. The popularity of this type of model
has recently increased amongst applied economists and policy makers who seek to estimate it empirically. Two prominent learning algorithms are
considered, namely constant gain and decreasing gain learning. For each of the two learning rules, the analysis proceeds in two stages. First, we
derive the asymptotic properties of agents’ expectations. At the second stage, we derive the asymptotics of OLS in the structural model, taken the
first stage learning dynamics as given. In the case of constant gain learning, the structural model effectively amounts to a static, cointegrating or
co-explosiveness regression. With decreasing gain learning, the regressors are asymptotically collinear such that OLS does not satisfy, in general,
the Grenander conditions for consistent estimability. Nevertheless, we show that the OLS estimator remains consistent in all models considered.
We also show, however, that its asymptotic distribution, and hence any inference based upon it, may be non-standard.
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CI016 Room Beveridge Hall SPECIAL SESSION ON BAYESIAN METHODS IN ECONOMICS AND FINANCE Chair: Knut Are Aastveit

CI0215: Bayesian estimation of sparse dynamic factor models with order-independent and ex-post mode identification

Presenter:  Sylvia Kaufmann, Study Center Gerzensee, Switzerland

Co-authors: Christian Schumacher

Common variation in N series of a large panel data set is extracted into few k factors, where k « N. The factors are dynamic and follow a vector
autoregressive process. We estimate the factor loadings under a sparse prior which includes positive mass at zero. Non-zero factor loadings in
columns provide an explicit interpretation of the factors. Rows of zero factor loadings indicate irrelevant variables which do notcontain information
for factor estimation. We propose a way of estimating and identifying the factor model which is independent of variable ordering. The posterior
mode, i.e. factor sign and factor order, is identified ex-post by post-processing the draws from the posterior distribution.

CI0485: Mutual fund dynamic risk allocation and skill level with a Bayesian seminonparametric change-point model

Presenter: Mark Jensen, Federal Reserve Bank of Atlanta, United States

Co-authors: Mark Fisher, Paula Tkac

The aim is to model the skill and risk-factor allocation of a mutual fund dynamically as a change-point process of the four factor Fama-French,
momentum model of mutual fund returns. Each mutual funds change point probability is assumed to be a random draw from an unknown distribu-
tion that is modelled nonparametrically. In addition, each fund regimes latent risk factor beta and alpha coefficients are also assumed to be random
draws from unknown meta-distributions. We nonparametrically model each meta-distribution as an unknown distribution and place a hierarchical
prior on it. A nonparametric heirarchical prior for the regime coefficients enable our change-point model to learn from past fund regimes risk factor
betas and performance alphas to better predict their out-of-sample values. We find dynamic factor allocation and changing levels of skill for mutual
funds. An arbitrary fund will have a relatively flat duration distribution for a regime. In other words, a fund is more or less likely to experience a
change point.

CC1610: Efficient implementation of Markov chain Monte Carlo when using an unbiased likelihood estimator

Presenter: Michael Pitt, University of Warwick, United Kingdom

Co-authors: Arnaud Doucet, George Deligiannidis, Robert Kohn

When an unbiased estimator of the likelihood is used within an Metropolis-Hastings scheme, it is necessary to trade off the number of samples
used to evaluate the likelihood against the computing time. Many samples will result in a scheme which has similar properties to the case where
the likelihood is exactly known but will be expensive. Few samples will result in faster estimation but at the expense of slower mixing of the
Markov chain. We explore the relationship between the number of samples and the efficiency of the resulting Metropolis-Hastings estimates.
Under the assumption that the distribution of the additive noise introduced by the log-likelihood estimator is independent of the point at which this
log-likelihood is evaluated and other relatively mild assumptions, we provide guidelines on the number of samples to select for a general Metropolis-
Hastings proposal. We illustrate on a complex stochastic volatility model that these assumptions are approximately satisfied experimentally and
that the theoretical insights with regards to inefficiency and computational time hold true.

CO590 Room Senate EMPIRICAL MODEL DISCOVERY Chair: David Hendry

COO0159: Improving global vector autoregressions

Presenter: Neil Ericsson, Federal Reserve Board, United States

The recent financial crisis and Great Recession highlight the pervasiveness of international macro-financial linkages in world economy. Capturing
those linkages in empirical economic models is central to much modeling, economic inference, forecasting, and policy analysis. Global vector
autoregressions (GVARs) provide a framework for capturing those linkages. GVARs have several attractive features: a standardized economically
appealing choice of variables for each country or region examined, a systematic treatment of long-run properties through cointegration analysis,
flexible dynamic specification through vector error correction modeling, and a natural structure for capturing macro-financial relationships. The
theoretical and empirical underpinnings for GVARs are re-examined, focusing on exogeneity assumptions, parameter constancy, and data aggrega-
tion. Refinements are proposed in these areas by utilizing recent developments in automated model selection and empirical model discovery, with
the aim of achieving an even more robust approach to GVAR modeling. The substantive 26-country GVAR highlights these refinements.

CO0350: Bias correction after selection with correlated variables

Presenter:  Jennifer Castle, Oxford University, United Kingdom

Co-authors: David Hendry, Jurgen Doornik

The aim is to develop bias correction for the conditional distributions of the estimated parameters of retained variables after model selection,
such that approximately unbiased estimates of their coefficients are delivered. Building on previous work which demonstrates the approach for
orthogonal regressors, we extend the analysis to correlated regressors. The selected model can be transformed to an orthogonal representation in
which an operational formula can be applied. Consequently, the combined outcome of our results is that despite searching in a large model class,
across different (unknown) states of nature, the finally selected model delivers nearly unbiased estimates and essentially unbiased standard errors
for retained variables, with few adventitiously-significant effects — a performance close to commencing from the DGP. The theory is demonstrated
by simulation evidence in a range of states of nature.

CO0775: Automatic selection of multivariate dynamic econometric models

Presenter:  Jurgen Doornik, University of Oxford, United Kingdom

Co-authors: David Hendry

Automatic general-to-specific selection of univariate dynamic econometric models is now well established. This has been extended in several
directions, including adding impulse dummies for every observation (IIS) and selection when there are more variables than observations. We
consider extension of these procedures to the multivariate setting. The starting point is the unrestricted reduced form, captured by the vector-
autoregression, possibly with additional unmodelled variables. At this first stage a variable either enters all equations or none. Cointegration
properties can also be considered at this stage. The final stage can be the simultaneous equations model, where each variable is treated individually
in each equation from the perspective of the entire model. We discuss the role of identification. Some applications illustrate how the procedure
works in practice.

CO0954: Detecting structural changes in linear models: A variable selection approach using multiplicative indicator saturation
Presenter:  Morten Nyboe Tabor, University of Copenhagen, Denmark

Co-authors: Oleg Kitov

We model structural breaks in regression coefficients of multivariate linear models using multiplicative indicator saturation (MIS) in Autometrics.
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Baseline performance is assessed using Monte Carlo experiments. First, we show that there is almost no efficiency loss under the null of no breaks,
irrespective of the number of variables in the system. For a bivariate case with multiple breaks of varying size and timing we find that MIS can
detect the break points correctly even for zero-mean iid variables. Performance is improved for the non-zero mean autoregressive case and larger
break sizes. Furthermore, using a recursive procedure, we assess the number of postbreak observations required for successful detection. Finally,
we conduct empirical tests for structural change in inflation persistence and the Phillips curve for the UK. Our results confirm the presence of
three breaks for both cases: 1965, 1971 and 1974. These are consistent with the post Bretton Woods argument and support the Lucas critique.
Performance of MIS in simulations and empirical cases is compared with the BaiPerron procedure.

CO568 Room Holden MODELLING RISK Chair: Giovanni Barone-Adesi

CO0166: Estimating the joint tail risk under filtered historical simulation

Presenter:  Giovanni Barone-Adesi, University of Lugano, Switzerland

Co-authors: Kostas Giannopoulos

The aim is to extend the use of filtered historical simulation in estimating the potential losses a CCP (central counterparty) would face from a
multiple default in the EMIR framework. The proposed methodology provides a probabilistic estimation of defaulting of named members, the
expected size of losses, i.e. the joint expected shortfall (JES), and confidence intervals around the JES. This in turn provides an estimate of financial
resources needed to absorb multiple defaults. Our methodology is carrying a full re-pricing of all instruments in the portfolio. It takes into account
positions that expire before the profits and losses (P&L) horizon.

C00284: A diagnostic criterion for approximate factor structure

Presenter:  Patrick Gagliardini, University of Lugano, Switzerland

A simple diagnostic criterion for approximate factor structure in large cross-sectional equity datasets is built. Given a model for asset returns with
observable factors, the criterion checks whether the error terms are weakly cross-sectionally correlated or share at least one unobservable common
factor. It only requires computing the largest eigenvalue of the empirical cross-sectional covariance matrix of the residuals of a large unbalanced
panel. A general version of this criterion allows us to determine the number of omitted common factors. The panel data model accommodates
both time-invariant and time-varying factor structures. The theory applies to generic random coefficient panel models under large cross-section and
time-series dimensions. The empirical analysis runs on monthly returns for about ten thousand US stocks from January 1968 to December 2011
for several time-varying specifications. Among several multi-factor time-invariant models proposed in the literature, we cannot select a model with
zero factors in the errors. On the opposite, we conclude for no omitted factor structure in the errors for several time-varying specifications.

CO0943: A jump and smile ride: Continuous and jump variance risk premia in option pricing

Presenter: Fulvio Corsi, Ca Foscari University Venice and City University London, Italy

Stochastic and time-varying volatility models typically fail to correctly price out-of-the-money (OTM) put options at short maturity. We extend
Realized Volatility option pricing models by adding a jump component estimated from high-frequency data and the associated risk premium. The
inclusion of jumps provides a rapidly moving volatility factor, which improves on the fitting properties under the physical measure. The change
of measure is performed adopting a Stochastic Discount Factor (SDF) with three risk premia: equity, and two variance risk premia related to
the continuous and jump components. On the one hand, employing an SDF with multiple risk premia further improve the flexibility under risk
neutral dynamics while preserving analytical tractability. On the other hand, it provides new way of separately estimate the continuous and jump
variance risk premia by coherently combining high-frequency returns and option data in a multi-factor option pricing model. The empirical analysis
illustrates the contribution of the jump factor to the pricing performance of Standard and Poor’s 500 index OTM options. Finally, we apply our
multi-factor model to estimate the time evolution of the two components of the variance risk premium and test their ability to predict future market
returns.

CO1011: Bayesian semiparametric multivariate change point analysis

Presenter:  Stefano Peluso, Catholic University of Milan, Italy

Co-authors: Siddhartha Chib, Antonietta Mira

We develop a Bayesian semiparametric multiple multivariate change point model. Each regime parameter or subsets thereof can follow a dedicated
change point process. Latent regime-specific Dirichlet process mixtures allow for a random distribution of recurrent regime parameters. A time-
dependent transition matrix among the latent regimes is introduced through change points driven by a multilevel Reinforced Urn Process. The
properties of the proposed model and of a previous one are studied theoretically through the analysis of the distribution of the interarrival times
and the number of change points in a given time interval. A multivariate generalization of a previous algorithm permits the statistical analysis of
multiple multivariate change points. The posterior sampling algorithm is applied to simulated and real data.

CO0436 Room Jessel TIME-SERIES ECONOMETRICS Chair: Robert Kunst

COO0172: Forecasting city arrivals with Google Analytics: The merits of big data shrinkage techniques and forecast combination
Presenter: Ulrich Gunter, MODUL University Vienna, Austria

Co-authors: Irem Onder

The aim is to investigate the predictive ability of 10 Google Analytics web traffic indicators from the website of the DMO of Vienna for actual
tourist arrivals. Tests show that Google Analytics indicators jointly Granger-cause arrivals to Vienna and vice versa. Hence, VAR becomes an
appropriate model class. As the sample is small and to prevent over-parameterization, methods for big data shrinkage are applied to create rival
forecast models to the classical VAR of dimension 11: Bayesian estimation of the VAR of dimension 11 (BVAR), reduction to a factor-augmented
VAR of dimension 3 (FAVAR), and an application of Bayesian estimation to the FAVAR of dimension 3, the Bayesian FAVAR (BFAVAR). The
forecast accuracy of these models is evaluated in terms of standard measures (RMSE and MAE) for horizons & = 1,2,3,6, and 12 relative to
univariate benchmarks (MA(2), ETS, and naive-1). Results based on the single models show that FAVAR and BFAVAR generally outperform
their multivariate competitors, but that overall MA(2) and ETS perform best except for one case. The classical VAR of order 11 and the naive-1
benchmark are significantly outperformed for 4 = 1,2, and 3. Four methods of forecast combination are evaluated: uniform combination, Bates-
Granger weights, forecast encompassing tests, and a combination of the last two. For & = 3,6, and 12, the combined forecasts outperform the
forecasts of the single models in four cases, while only in two cases uniform combination can be beaten.

C00244: Seasonal time deformation and periodic autoregressive time series models

Presenter:  Philip Hans Franses, Erasmus School of Economics, Netherlands

Periodic autoregressive time series models are models in which the autoregressive parameters vary across the seasons. There are various sources of
periodicity, and these include economic behaviour and interpolation of data. We advance another potential source of periodicity which is improper
aggregation. With simple examples we show that inappropriate aggregation of a monthly non-periodic process can lead to quarterly periodicity.
We exploit this link between aggregation and periodicity by reversing the issue and trying to turn a periodic process into a non-periodic process by
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specific temporal aggregation. We put forward a general theoretical result on the link between time deformation and periodicity, and we discuss
various empirical examples.

CO0595: Profit persistence and stock returns

Presenter: Michael Hauser, Vienna University of Economics and Business, Austria

Co-authors: Adelina Gschwandtner

Further empirical evidence on the relationship between the product and the financial market is assembled. Drawing back on work in industrial
organization, we analyze the relationship between profit persistence and factor adjusted stock returns looking at about 2000 listed US firms over the
last 34 years. While the relationship between (current, lagged and unexpected) profits/earnings and returns has been extensively analyzed before,
to our knowledge this is the first study to look at the relationship between stock returns and profit persistence. We interpret profit persistence as a
result of market competition and innovation of the firm. It is shown that firm specific long-run profit persistence after correction for other additional
economic fundamentals of the firm, has a positive impact on 4-factor adjusted returns and a negative impact on their volatility. Technically, we
estimate the persistence characteristics of the firms in a first step by moving window regressions, and introduce them as variables with measurement
errors in the return and volatility equations.

CO0749: On the persistence of economic time series: A threshold approach

Presenter: Heiko Rachinger, University of Vienna, Austria

Co-authors: Vanessa Berenguer-Rico

A threshold model is proposed for changes in persistence and volatility of economic time series. There is a large literature showing that the
persistence and/or volatility of economic time series are not constant. In order to answer what changes the degree of persistence as well as the
volatility of economic time series, we propose a Lagrange Multiplier (LM) test for theshold effects in the persistence and volatility of a time series.
A sequential testing procedure allows us to solve a potential confounding problem about the sources of the changes. We derive the asymptotic
distribution of the test statistic for a known and unknown threshold parameter. Further, we discuss estimation of the threshold and other parameters
of the threshold model. Via Monte Carlo simulations, we analyze the finite-sample behaviour of the tests. Finally, we apply the methodology to
several US macroeconomic series.

CO578 Room SH349 MEASUREMENT OF MARKET SPILLOVERS Chair: Matthias Fengler

CO0198: Measuring spot variance spillovers when (co)variances are time-varying: The case of multivariate GARCH models

Presenter: Helmut Herwartz, Georg-August-University Goettingen, Germany

Co-authors: Matthias Fengler

In highly integrated markets, news spreads at a fast pace and bedevils risk monitoring and optimal asset allocation. We therefore propose global and
disaggregated measures of variance transmission that allow one to assess spillovers locally in time. Key to our approach is the vector ARMA repre-
sentation of the second-order dynamics of the popular BEKK model. In an empirical application to a four-dimensional system of US asset classes —
equity, fixed income, foreign exchange and commodities — we illustrate the second-order transmissions at various levels of (dis)aggregation. More-
over, we demonstrate that the proposed spillover indices are informative on the value-at-risk violations of portfolios composed of the considered
asset classes.

C00199: Global equity market volatility spillovers: A broader role for the United States

Presenter: Daniel Buncic, University of St Gallen, Switzerland

Co-authors: Katja Gisler

It has recently been shown that U.S. equity market returns carry valuable information to improve return forecasts in a large cross-section of
international equity markets. We extend previous work on that and examine if U.S. based equity market information can be used to improve
realized volatility forecasts in international equity markets. For that purpose, we obtain volatility data for the U.S. and 17 international equity
markets from the Oxford Man Institute’s realized library and augment for each foreign equity market the benchmark HAR model with lagged
U.S. equity market volatility information. In-sample as well as out-of-sample evaluation results suggest a strong role for U.S. based volatility
information. More specifically, apart from standard in-sample tests, which find U.S. volatility information to be highly significant, we show that
this information can be used to substantially improve out-of-sample forecasts of realized volatility. Using large out-of-sample evaluation periods
containing at least 2500 observations, we find that forecast improvements, as measured by the out-of-sample R2 (relative to a model that does not
include U.S. based volatility information), can be as high as 12.83, 10.43 and 9.41 percent for the All Ordinaries, the Euro STOXX 50 and the CAC
40 at the one-step-ahead horizon and yield Clark-West adjusted ¢ statistics of over 7.

CO0651: Measuring the frequency dynamics of financial and macroeconomic connectedness

Presenter: 'Tomas Krehlik, Charles University in Prague, Czech Republic

Co-authors: Jozef Barunik

A general framework is proposed for measuring frequency dynamics of connectedness in economic variables based on spectral representation of
variance decompositions. We argue that the frequency dynamics is insightful when studying the connectedness of variables as shocks with het-
erogeneous frequency responses will create frequency dependent connections of different strength that remain hidden when time domain measures
are used. Two applications support the usefulness of the discussion, guide a user to apply the methods in different situations, and contribute to the
literature with important findings about sources of connectedness. Giving up the assumption of global stationarity of stock market data and approx-
imating the dynamics locally, we document rich time-frequency dynamics of connectedness in US market risk in the first application. Controlling
for common shocks due to common stochastic trends which dominate the connections, we identify connections of global economy at business cycle
frequencies of 18 up to 96 months in the second application. In addition, we study the effects of cross-sectional dependence on the connectedness
of variables.

CO1304: Estimating global sovereign default risk connectedness

Presenter: Kamil Yilmaz, Koc University, Turkey

We apply the Diebold-Yilmaz connectedness index methodology on sovereign credit default swaps (SCDSs) to estimate the network structure of
global sovereign credit default risk. In particular, using the elastic net estimation method, we separately estimate networks of daily SCDS returns
and volatilities for 38 countries between 2009 and 2014. Our results reveal striking differences between the network structures of returns and
volatilities. In SCDS return connectedness networks, developing and developed countries stand apart in two big clusters. In the case of the SCDS
volatility connectedness networks, however, we observe regional clusters among emerging market countries along with the developed-country
cluster. Furthermore, we show that global factors are more important than domestic factors in the determination of SCDS returns and volatilities.
In addition, we show that emerging market countries are the key generators of connectedness of sovereign default risk shocks while severely
problematic countries as well as developed countries play relatively smaller roles.
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CO506 Room Athlone MODELLING VOLATILITY Chair: Christos Savva

C00235: Risk-return trade-off for European stock markets

Presenter:  Christos Savva, Cyprus University of Technology, Cyprus

Factor models with macro-finance predictors are adopted to test the intertemporal risk-return relation for 13 European stock markets from 1986 to
2012. We use country specific, euro area, and US macro-finance factors to determine the conditional volatility and conditional return. We find that
the risk-return trade-off is generally negative. The Markov switching model documents that there is time-variation in this trade-off that is linked to
the state of the economy, but not the business cycles. Quantile regressions show that the risk-return trade-off is stronger at the lowest quantile of
the conditional return.

CO1088: Inflation volatility and the Euro: On the effect of the common currency

Presenter: Nektarios Michail, Cyprus University of Technology, Cyprus

We employ a sample of Euro area countries within a Generalised Autoregressive Conditional Heteroskedasticity (GARCH) framework to examine
whether the results of the recent literature about the decrease in inflation volatility after the introduction of the common currency hold. In addition
we examine whether the impact is consistent or heterogeneous across countries and whether it remains the same in magnitude after taking into
account recent data incorporating the European sovereign debt crisis.

CO0873: The role of market indices in forecasting stocks volatility: A HAR framework using a mixed sampling approach

Presenter:  Vasileios Pappas, University of Bath, United Kingdom

Co-authors: Marwan Izzeldin

The aim is to examine the value added in forecasting high frequency stock data using a Heterogeneous Autoregressive (HAR) model augmented
with market indicators (VIX, SPY and the SP500). Our empirics are based on high frequency data of 100 stocks representing 10 different sectors
for the period 2000 to 2010. We allow for different sampling frequencies in both sides of the HAR regression specification as well as allowing for
different market regimes. We find that the Augmented HAR (A-HAR) specification brings significant gains over the conventional HAR. We also
outline the index and sampling frequency at which the maximum gains are attained (i.e. 900 seconds for the SP500 and 15 seconds for the stocks).
The gains from A-HAR specification are more realised during the crisis episode where index information appears to be of more importance.

CO1025: Volatility forecasting around the world

Presenter: Lazaros Symeonids, University of East Anglia, United Kingdom

Co-authors: Apostolos Kourtis, Raphael Markellos

We investigate the performance of several popular volatility forecasting models across different countries, forecast horizons and economic con-
ditions. To this end, we carry out an extensive comparison of the information content and predictive ability of implied, realized and GARCH
volatility forecasts across 13 international equity indices. We find that model rankings remain roughly the same across countries, while they vary
with the forecast horizon. The best model is the Heterogeneous Autoregressive (HAR) model in the daily horizon while implied volatility forecasts
that account for the volatility risk premium are superior in the monthly horizon. GARCH forecasts are inferior to implied and realized volatility
forecasts in almost all cases considered. Focusing on the recent financial crisis reveals that the forecasting ability of all models deteriorates in
periods of market turmoil. We finally assess the economic value of the forecasting models within an international diversification framework. In
this setting, we find that implied volatility forecasts can improve portfolio performance over historical methods.

CO566 Room Chancellor’s Hall NONCAUSAL AND NON GAUSSIAN TIME SERIES MODELS Chair: Alain Hecq

CO0272: Nonlinear dynamic interrelationships between real activity and stock returns

Presenter: Henri Nyberg, University of Helsinki, Finland

Co-authors: Markku Lanne

The aim is to explore the differences between a linear Gaussian structural VAR (SVAR) and noncausal vector autoregressive VAR models in captur-
ing a potentially nonlinear real activity-stock return-relationship. Unlike the conventional and commonly used linear SVAR model, the noncausal
VAR model is capable of accommodating various nonlinear and non-Gaussian dependencies characteristic of stock returns, and, therefore, it is
likely to produce real activity and stock market shocks different from those implied by a SVAR model. In quarterly U.S. data (1953-2012), we
find evidence in favor of noncausality suggesting that the stock return is an insufficient proxy for news affecting real activity and stock prices.
In addition, especially when conditioning on the state of the business cycle, GDP growth is found more important for the determination of stock
returns than in a linear SVAR model.

CO0495: Forecasting inflation in Europe with mixed causal-noncausal models

Presenter: Sean Telg, Maastricht University, Netherlands

Co-authors: Alain Hecq, Lenard Lieb

In the literature, it has been claimed that inflation is a forward-looking variable rather than a backward-looking one. Recently, it has been argued
that the inclusion of noncausal terms in the model is an adequate way to capture this type of behavior. For this reason, we forecast inflation in
Europe with mixed causal-noncausal autoregressive (AR) models, which explicitly take dependence on the future into account. We compare the
forecasting performance of various models, including the purely causal, mixed and purely noncausal specifications, to assess whether noncausality
indeed improves the forecasting accuracy.

CO0557: Modelling the demand of photovoltaic panels using mixed-causal autoregression

Presenter: Lenard Lieb, Maastricht University, Netherlands

Co-authors: Alain Hecq

Renewable energies have been heavily subsidized over the last decade. In particular, subsidies for solar panels to enhance (private) demand have
had a strong impact on the market, and triggered irregularities and phenomena such as increasing volatility and/or bubbles. We propose to use
mixed-causal autoregressions to model the demand of solar panels in Belgium over the last decade. It has been shown previously that mixed-causal
and noncausal models can parsimoniously capture some of those (nonlinear) features. We review the mostly theoretical literature on mixed-causal
regressions and provide the applied researcher with a guideline for practical implementation for estimation and inference. We assess the finite
sample properties of existing estimation strategies and suggest a robust alternative based on self-weighted least absolute deviation, allowing for the
existence of infinite variance processes. A MATLAB toolkit is provided allowing the applied researcher to straightforwardly specify, estimate, and
test mixed-causal autoregressive models.

CO1549: Revisiting identification and estimation in structural VARMA models

Presenter: Alain Monfort, ENSAE Paris, France

Co-authors: Christian Gourieroux

The basic assumption of a structural VARMA model (SVARMA) is that it is driven by a white noise whose components are uncorrelated (or

© CFE and CMStatistics networks. All rights reserved. 11



Saturday 12.12.2015 11:25 - 13:05 CFE-CMStatistics 2015 Parallel Session D — CFE-CMStatistics

independent) and can be interpreted as economic shocks, called “structural” shocks. These models have to face two kinds of identification problems.
The first identification problem is “static” and is due to the fact that there is an infinite number of linear transformations of a given random
vector making its components uncorrelated. The second identification problem is “dynamic” and is a consequence of the fact that the SVARMA
process may have a non invertible AR and/or MA matrix polynomial but, still, has the same second order properties as a VARMA process in
which both the AR and MA matrix polynomials are invertible (the fundamental representation). Moreover the standard Box-Jenkins approach
automatically estimates the fundamental representation and, therefore, may lead to misspecified Impulse Response Functions. The aim is to
explain that these difficulties are mainly due to the Gaussian assumption underlying the Box-Jenkins type approaches, and that both identification
challenges are solved in a non Gaussian framework. We also develop simple new parametric and semi-parametric estimation methods when there
is nonfundamentalness in either the moving-average, or the autoregressive dynamics, and discuss the derivation of impulse response functions.

CO0490 Room Bedford THE ECONOMETRICS OF CLIMATE CHANGE Chair: Tommaso Proietti

CO0408: Econometric models of climate systems: The equivalence of two-component energy balance models and cointegrated VARs
Presenter:  Felix Pretis, University of Oxford, United Kingdom

Climate policy target variables including emissions and concentrations of greenhouse gases, as well as global mean temperatures are non-stationary
time series invalidating the use of standard statistical inference procedures. Econometric cointegration analysis can be used to overcome some of
these inferential difficulties, however, cointegration has been criticised in climate research for lacking a physical justification for its use. It will be
shown that a physical two-component energy balance model of global mean climate is equivalent to a cointegrated system that can be mapped to a
cointegrated vector autoregression, making it directly testable, and providing a physical justification for econometric methods in climate research.
Doing so opens the door to investigating the empirical impacts of shifts from both natural and human sources, and enables a close linking of data-
based macroeconomic models with climate systems. This approach finds statistical support of the model using global mean surface temperatures,
0-700m ocean heat content and radiative forcing (e.g. from greenhouse gases). The model results show that previous empirical estimates of the
temperature response to the doubling of CO2 may be misleadingly low due to model mis-specification.

CO0648: Modelling the interactions in paleoclimate data

Presenter:  James Davidson, University of Exeter, United Kingdom

Econometric methods are applied to model paleoclimate series for temperature, ice volume and and atmospheric concentrations of CO2 and CH4.
These series, measured from Antarctic ice and ocean cores, are well-known to move together in the transitions between glacial and interglacial
periods, but the dynamic relationship between the series is open to dispute. A further unresolved question is the precise role of Milankovitch
theory, in which the glacial/interglacial cycles are correlated with orbital variations. We perform tests for Granger non-causality and also conduct a
sensitivity analysis of the impulse-response characteristics of our model. Previous work with climate series has assumed nonstationarity and adopted
a cointegration approach, but in a range of tests we find no evidence of integrated behaviour. We use conventional autoregressive methodology
while allowing for conditional heteroscedasticity in the residuals, associated with the transitional periods.

CO0685: Global mean temperatures and global CO2 concentrations: A seasonal state-space approach

Presenter:  Eric Hillebrand, Aarhus University and CREATES, Denmark

Co-authors: Tommaso Proietti

The aim is to study the statistical relation of monthly CO; concentrations measured at Mauna Loa, Hawaii, with monthly global mean temperatures
published by the Goddard Institute for Space Studies (GISS). The central challenge is the trending nature of both series, which invalidates inference
in a standard linear model. Both series exhibit strong seasonal patterns that need to be accounted for. We consider a state-space model that allows
for seasonally varying deterministic and stochastic trends in temperatures and CO, concentrations, as well as seasonally varying autocorrelation
and residual variances. The model can be summarized as containing a permanent and a transitory component for each series, where global warming
is captured in the permanent component on which the seasons load differentially. The permanent component of CO, concentrations influences the
permanent component of temperature. We conduct inference on the coupling coefficient and study different forecast scenarios.

CO1424: Nonparametric estimation and bootstrap inference on the recent trends in atmospheric ethane (C2H6) above Europe

Presenter: Marina Friedrich, Maastricht University, Netherlands

Co-authors: Whitney Bader, Bruno Franco, Bernard Lejeune, Emmanuel Mahieu, Hanno Reuvers, Stephan Smeekes, Jean-Pierre Urbain

Ethane is the most abundant non-methane hydrocarbon in the Earth’s atmosphere and an important precursor of tropospheric ozone. Its monitoring
is therefore crucial for the characterization of air quality and of the transport of tropospheric pollution. Ethane is also an indirect greenhouse
gas, influencing the atmospheric lifetime of methane. The main sources of ethane are located in the northern hemisphere, and the dominating
emissions are associated to production and transport of natural gas. A preliminary trend analysis was conducted using measurements performed in
the Swiss Alps. Over the last two decades, the trend of ethane showed a decline of around 1% per year, thanks to a reduction of fugitive emissions
of fossil fuel sources. However, a recent upturn potentially attributed to the massive exploitation of shale gas and tight oil reservoirs in North
America was found. The goal is to investigate the presence and form of changes in trend functions using nonparametric techniques. The possible
location of such changes is investigated. In addition, nonparametric estimation techniques are used to allow for nonlinear trend functions. Given the
nonstandard nature of the measurements we rely on dependent wild bootstrap techniques to conduct inference on possible breaks in linear trends
and on nonparametric trend functions.

CO0410 Room Bloomsbury FINANCIAL REGULATION Chair: Dominique Guegan

CO0444: The spectral stress VaR

Presenter: Kehan Li, University Paris I Pantheon Sorbonne, France

Co-authors: Dominique Guegan

One of the key lessons of the crisis which began in 2007 has been the need to strengthen the risk coverage of the capital framework. In response,
the Basel Committee in July 2009 completed a number of critical reforms to the Basel II framework which will raise capital requirements for the
trading book and complex securitisation exposures, a major source of losses for many international active banks. One of the reforms is to introduce
a stressed value-at-risk (VaR) capital requirement based on a continuous 12-month period of significant financial stress (Basel III). However the
Basel framework does not specify a model to calculate the stressed VaR and leaves it up to the banks to develop an appropriate internal model
to capture material risks they face. Consequently we propose a forward stress risk measure spectral stress VaR (SSVaR) as an implementation
model of stressed VaR, by exploiting the asymptotic normality property of the distribution of estimator of VaRp. In particular to allow SSVaR
incorporating the tail structure information we perform the spectral analysis to build it. Using a data set composed of operational risk factors we fit
a panel of distributions to construct the SSVaR in order to stress it. Additionally we show how the SSVaR can be an indicator regarding the inner
model robustness for the bank.
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CC1222: Probability density of future returns: A fully nonparametric heteroskedastic model

Presenter: Matthieu Garcin, LabEx REFI - Natixis AM, France

Co-authors: Clement Goulet

A new model is proposed for estimating returns and volatility. The approach is based both on wavelet denoising technique and variational theory.
It is assessed that the volatility can be expressed as a non-parametric functional form of past returns. Therefore, both returns and volatility can be
forecasted. Confidence intervals for predicted returns as well as accurate probability densities for future returns can be built. This new technique
outperforms classical time series theory. This model does not require the stationarity of the observed log-returns, it preserves the volatility stylised
facts and it is based on a fully non-parametric form. This non-parametric form is obtained thanks to the multiplicative noise theory. An application
on intraday and daily financial data is proposed.

CO1375: Risk or regulatory capital: Bringing distributions back in the foreground

Presenter: Bertrand Hassani, Pantheon Sorbonne, France

Co-authors: Dominique Guegan

We discuss the regulatory requirement (Basel Committee, ECB-SSM and EBA) to measure financial institutions’ major risks, for instance Market,
Credit and Operational, regarding the choice of the risk measures, the choice of the distributions used to model them and the level of confidence.
We highlight and illustrate the paradoxes and the issues observed implementing an approach over another and the inconsistencies between the
methodologies suggested and the goal to achieve. Some recommendations to the supervisor and proposed alternative procedures to measure the
risks are made.

CO1489: Empirical probability density function of Lyapunov exponents

Presenter: Clement Goulet, Paris Sorbonne, France

We introduce a simple method to approximate the empirical distribution of Lyapunov exponent for one-dimensional discrete dynamical systems.
We recall that its positivity provides a necessary condition for being chaotic. Hence, if a dynamical system has a positive Lyapunov exponent and
if it has an attractor with fractal dimension, then forecasts can be done inside this attractor. Nevertheless, the estimation of Lyapunov exponent
on observed dynamical systems often produce results close to zero and so it is hard to assess whether the dynamical system is chaotic or not.
The approximation of the Lyapunov exponent distribution and the computation of confidence intervals overcome this limitation. The distribution
approximation is done through Maximum Entropy bootstrapping technique. This technique does not require neither stationarity of the system nor
any law assumption and preserve path dependency. To our knowledge this is the first time that such technique is used to approximate the empirical
distribution of the Lyapunov exponent. We propose an application of our method on a denoised phase space generated by financial data.

CO542 Room Torrington FINANCE AND JOBS IN DYNAMIC MACRO MODELS Chair: Ekkehard Ernst

C0O0480: Countercyclical capital rules for small open economies

Presenter: Rossana Merola, ILO International Labour Office, Switzerland

Co-authors: Daragh Clancy

Macro-financial feedback loops played a key role in both triggering and propagating the recent financial crisis. The Great Recession proved that
macroeconomic policies were insufficient to ensure financial stability. This has been particularly true for small open economies within a monetary
union, as they are constrained in the use of traditional stabilisation tools, such as nominal interest and exchange rates. We develop a DSGE model
with a banking sector tailored for a small open economy in a monetary union. In our model, loans defaults are related to the value of collateralized
assets (i.e. housing) and to wage income. We find that positive expectations for future house prices play a role in the accumulation of credit risk.
The negative effects of this over extension of credit materialise when the bubble busts and these expectations prove to be overoptimistic. The
resulting slowdown in economic activity, lower disposable incomes and a greater risk of unemployment, combined with devalued collateral, further
exacerbate the increase in non-performing loans bank losses. In terms of policy advice, our simulations suggest that a proactive macro prudential
rule responding to credit growth can help in smoothing economic fluctuations and promoting financial and macroeconomic stability. We also find
that more aggressive action during the release phase can bolster the economy’s ability to absorb a negative financial shock and damper its effects
on the labour market.

CO0578: Business cycle asymmetries and the labor market

Presenter:  Christian Merkl, Friedrich-Alexander-Unversitaet Erlangen-Nuernberg, Germany

Two business cycle facts for the United States are shown. First, the job-finding is very asymmetric over the business cycle and moves a lot more
in recessions than in booms. Second, there is a positive correlation between the job-finding rate and the backed out matching efficiency. We
provide an explanation for both business cycle facts by enhancing a search and matching model with idiosyncratic shocks for match formation
and by solving the full nonlinear structure of the model. Understanding the sources of these nonlinearities is very important. In our calibration,
government interventions (such as wage subsidies and government spending) are three times more effective in a heavy recession than in a boom.
In addition, shifts of the matching efficiency are not necessarily a sign for higher structural unemployment.

CO0938: Hiring uncertainty, investment and job creation: The role of financial frictions

Presenter: Ekkehard Ernst, International Labour Organization, Switzerland

The aim is to analyze the role of financial market frictions on the effects of uncertainty shocks on growth and employment. A newly developed
hiring uncertainty indicator is used to measure the difference between hiring intentions and actual job creation. The effect of this hiring uncertainty
on macro and labour market dynamics is analysed both theoretically and empirically. The theoretical part considers a stochastic growth model with
different shocks on the returns to capital and employment and analyses the role of financial market frictions in transmitting these shocks to capital
accumulation and job creation. The empirical part analyses the importance of historical hiring uncertainty shocks for G7 countries by means of
a panel SVAR approach. In particular, it is shown that in times of distressed financial markets when frictions are large, hiring uncertainty can
exercise a large, negative effect on both growth and employment with long-lasting effects. A quantitative measure of these effects is provided for
the average G7 country and estimates the role of hiring uncertainty during the recent crisis.

CO0941: About monetary policy transmission in remittances-receiving countries

Presenter:  Anne Oeking, International Monetary Fund, United States

Co-authors: Ralph Chami, Ekkehard Ernst

‘We show that countries with higher remittance-to-GDP ratios exhibit weaker monetary policy transmission. Often, these countries are low-income
or emerging market economies with fragile institutional and financial structures. However, the role played by remittances on monetary policy
transmission in these countries has received little attention. Using panel data estimation, we analyze the impact of remittance flows on the bank
lending channel. First, we derive some stylized facts regarding the banking sector and bank balance sheets in remittance-receiving countries.
Second, we motivate the empirical exercise with a simple model. Finally, we test whether the monetary policy transmission channel from policy
rates to bank lending rates is different in countries with higher remittances inflows. We show that banks in remittance-receiving countries have a
stable and interest-insensitive source of funding through remittances with more long-term and stable bank deposits. This stable funding, however,

© CFE and CMStatistics networks. All rights reserved. 13



Saturday 12.12.2015 11:25 - 13:05 CFE-CMStatistics 2015 Parallel Session D — CFE-CMStatistics

does not translate into higher private sector lending, as banks in these countries tend to hold more liquid and risk-free assets such as government
securities. The excess liquidity generated by the remittance flows tends to make the interbank funding market less relevant, and remittances weaken
the monetary transmission via the bank lending channel.

CO570 Room Court SPARSE MODELLING, SHRINKAGE AND REGULARIZATION Chair: Helga Wagner

CO0603: Probabilistic low-rank matrix completion with adaptive spectral regularization algorithms

Presenter:  Francois Caron, University of Oxford, United Kingdom

A novel class of algorithms for low rank matrix completion is proposed. The approach builds on novel penalty functions on the singular values of
the low rank matrix. By exploiting a mixture model representation of this penalty, we show that a suitably chosen set of latent variables enables
to derive an Expectation-Maximization algorithm to obtain a Maximum A Posteriori estimate of the completed low rank matrix. The resulting
algorithm is an iterative soft-thresholded algorithm which iteratively adapts the shrinkage coefficients associated to the singular values. The
algorithm is simple to implement and can scale to large matrices. We provide numerical comparisons between our approach and recent alternatives
showing the interest of the proposed approach for low rank matrix completion.

CO1175: Achieving shrinkage in the time-varying parameter models framework

Presenter:  Angela Bitto, WU Wien, Austria

Co-authors: Sylvia Fruehwirth-Schnatter

We investigate shrinkage for time-varying parameter models based on the normal-gamma prior which has already been introduced for standard
regression models. Our approach extends previous work in which the Bayesian Lasso prior has been considered. The Bayesian Lasso is a special
case of the normal-gamma prior. We show how the normal-gamma prior can easily be extended to the time-varying parameter models and focus on
inducing shrinkage on the square root of the variance of the prior of the error term in the non-centered state equation. We present both a univariate
and a multivariate application. First we choose EU area inflation modelling based on the generalized Phillips curve, then we draw our attention to a
multivariate time series with a time-varying covariance matrix and analyse DAX-30 data. Our findings suggest, that the normal-gamma prior bears
advantages over the Bayesian Lasso prior in terms of statistical efficiency and performs significantly better when drawing attention to the predictive
performance.

COO0777: Sparse Bayesian modelling for categorical predictors

Presenter: Daniela Pauger, Johannes Kepler University Linz, Austria

Co-authors: Helga Wagner, Gertraud Malsiner-Walli

The usual strategy to include a categorical covariate in a regression type model is to define one of the levels as baseline and to introduce dummy
variables for all other levels. As this can result in a high-dimensional vector of regression effects, methods which allow sparser representation of
the effect of categorical covariates are required. We achieve a sparse representation of the effect of a nominal predictor by defining informative
prior distributions. The specification of a spike and slab prior on level effect differences allows classification of these differences as (practically)
zero or non-zero. Thus, we can decide whether (1) a categorical predictor has no effect at all, (2) some (all) level effects are non-zero and/or (3)
some (all) categories can be fused as they have essentially the same effect on the response. Additionally we consider a modification of the standard
spike-and slab prior where the spike at zero is combined with a slab distribution which is a location mixture distribution. Model-based clustering
of the effects during MCMC allows to detect levels which have essentially the same effect size. We demonstrate the performance of the developed
methods in simulation studies and for real data.

CO1164: The spike-and-slab LASSO

Presenter:  Veronika Rockova, University of Pennsylvania, United States

Co-authors: Edward George

Despite the wide adoption of spike-and-slab methodology for Bayesian variable selection, its potential for penalized likelihood estimation has
largely been overlooked. We bridge this gap by cross-fertilizing these two paradigms with the Spike-and-Slab LASSO procedure for variable
selection and parameter estimation in linear regression. We introduce a new class of self-adaptive penalty functions that arise from a fully Bayes
spike-and-slab formulation, ultimately moving beyond the separable penalty framework. A virtue of these non-separable penalties is their ability
to borrow strength across coordinates, adapt to en- semble sparsity information and exert multiplicity adjustment. The Spike-and-Slab LASSO
procedure harvests efficient Bayesian EM and coordinate-wise implementations with a path- following scheme for dynamic posterior exploration.
We show on simulated data that the fully Bayes penalty mimics oracle performance, providing a viable alternative to cross-validation. We develop
theory for the separable and non-separable variants of the penalty, showing rate- optimality of the global mode as well as optimal posterior
concentration when p > n. Thus, the modal estimates can be supplemented with meaningful uncertainty assessments.

C0625 Room Montague CREDIT RISK MODELLING Chair: Jonathan Crook

CO0666: Reliable region predictions for automated valuation models

Presenter:  Tony Bellotti, Imperial College London, United Kingdom

Accurate property valuation is important for assessing credit risk in the mortgage market, allowing lenders to determine loan-to-value and estimate
loss-given-default. Traditional property valuation using a surveyor is expensive and may not be accurate or entirely objective. Therefore, automated
valuation models (AVM) are being developed to provide cheaper, objective valuations that can also allow dynamic updating of property values over
the term of a mortgage. A useful feature of automated valuations is that they should give a range (or region) of plausible price estimates for each
individual property, rather than a single point estimate. This would allow lenders to include conservatism in their credit risk assessments. Conformal
Predictors (CP) are machine learning algorithms developed to provide just such region predictions. They have been shown to be reliable, in the
sense that predictive accuracy can be precisely controlled using a pre-defined confidence level. We show how an AVM can be constructed with a
CP, based on an underlying k-nearest neighbours approach. The AVM is tested on a well-known Boston House Price data set and a new London
house price data set. We show that the region predictions are reliable and also investigate how the width of region predictions, ie the predictive
uncertainty, is linked to property characteristics.

CC1301: Predictability of emerging market yield spreads before and after Lehman Brothers: The role of macroeconomic volatility
Presenter: Ana-Maria Fuertes, Cass Business School - City University London, United Kingdom

Co-authors: Alena Audzeyeva

We study the sources of emerging market credit spreads predictability using weekly data for four large sovereign Eurobond markets over two periods
surrounding the Lehman Brothers’ default. Information from the credit spread curve only is insufficient for the baseline model to outperform
the random walk and slope regression benchmarks. Extensions with global and country macroeconomic factors outperform both benchmarks,
particularly post-Lehman which indicates a closer alignment then with fundamentals. The analysis reveals a key predictive role for macroeconomic
uncertainty measures such as the volatility of the global riskless short-interest rate and also the volatility of the country’s trade balance.
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CC1506: Benchmarking state of the art classification algorithms for credit scoring

Presenter: Bart Baesens, KU Leuven, Belgium

Co-authors: Stefan Lessmann, Hsinn-Vonn Seow, Lyn Thomas, Bart Baesens

More than 10 years have passed since a well-known benchmarking study of classification techniques for credit scoring has been published. One
of its key findings was that simple techniques such as logistic regression and decision trees usually perform well when compared to more complex
techniques such as neural networks and support vector machines. We will provide an updated perspective on these findings by considering the
current state of the art in the field. More specifically, we will include recently suggest classification techniques, new performance metrics and
innovative statistical evaluation frameworks. We will compare 41 classifiers in terms of 6 performance measures across 8 real- life data sets. The
results might provide a new benchmark to catalyze further research in the field.

CO1813: A new model for estimating exposure at default

Presenter:  Jonathan Crook, University of Edinburgh, United Kingdom

Co-authors: Mindy Leow

Conventional methods for estimating exposure at default use cross sectional models to predict a ratio involving credit balance and then manipulate
this to predict balance at the time of default. But for revolving credit it is often the case that as an account approaches default the balance approaches
and may even exceed the limit. We use panel data to exploit this relationship to derive a new method of predicting balance at default. We use panel
data to model the monthly time path of balance and of limit over the life of an account. We then weight the predicted balance by the probability
that in that month balance is less than limit and we weight the limit by the probability that the balance is greater than the limit. These probabilities
are estimated using a survival model. The idea is to exploit the greater accuracy of limit models than of balance models. The model is tested on an
out of time out of sample test sets. The model performs well in comparison with established methods.

CO556 Room Gordon ASSET PRICE BUBBLES Chair: Ivan Paya

CO1013: The shine of precious metals around the global financial crisis

Presenter: Roderick McCrorie, University of St Andrews, United Kingdom

Co-authors: Isabel Figuerola-Ferretti

We analyze the price behaviour of the precious metals gold, silver, platinum and palladium, before, during and in the aftermath of the 2007-08
financial crisis. Using the mildly explosive/multiple bubbles technology, we find significant, short periods of mildly explosive behaviour in the
spot and futures prices of all four precious metals. Fewer such periods are detected using exchange-rate adjusted prices, and almost none when
deflated prices are used. We assess whether these findings are indicative of bubble behaviour. Convenience yield is shown to have little efficacy in
this regard; other fundamentals proxy variables and position data offer only very limited evidence against prices having been anything other than
fundamentals-driven. Possible exceptions are in gold in the run-up to the highpoint of the crisis, and in silver and palladium around the launch of
specific financial products. Some froth, however, is reported and discussed for each metal.

CO1178: Improving the accuracy of asset price bubble start and end date estimators

Presenter: Robert Sollis, Newcastle University, United Kingdom

Recent research has proposed using recursive right-tailed unit root tests to date the start and end of asset price bubbles. An alternative approach is
proposed that utilises model-based minimum sum of squared residuals estimators combined with Bayesian Information Criterion model selection.
Conditional on the presence of a bubble, the dating procedures suggested are shown to offer consistent estimation of the start and end dates of
a fixed magnitude bubble, and can also be used to distinguish between different types of bubble process, i.e. a bubble that does or does not end
in collapse, or a bubble that is ongoing at the end of the sample. Monte Carlo simulations show that the proposed dating approach out-performs
the recursive unit root test methods for dating periods of explosive autoregressive behaviour in finite samples, particularly in terms of accurate
identification of a bubble’s end point. An empirical application involving Nasdaq stock prices is discussed.

CCO0712: Testing for speculative bubbles using spot and forward exchange rates: An application to the German hyperinflation

Presenter: Ivan Paya, Lancaster University, United Kingdom

Co-authors: Efthymios Pavlidis, David Peel

The probabilistic structure of periodically collapsing bubbles creates a gap between future spot and forward exchange rates in small samples. We
exploit this fact to propose two novel methods for detecting bubbles. The first method is based on recursive unit root tests and the second on rolling
Fama regressions. Both methods do not rely on a particular model of asset price determination, they are robust to an explosive root in the process
for market fundamentals, and are accompanied by a date-stamping strategy. As an empirical application, we analyze the German mark-US dollar
exchange rate for the interwar German hyperinflation period.

CO1315: Crude oil prices did not exhibit bubble behavior: Evidence using OVIX-adjusted WTI

Presenter: Isabel Figuerola-Ferretti, ICADE, Spain

Co-authors: Roderick McCrorie, loannis Paraskevopoulos

A recent technology is used to test for bubble behavior in WTI crude oil front month futures prices over the last decade. Our sample encompasses
both the pre-crisis period, in which there was a substantial run-up in crude oil prices, and the recent period in which prices have fallen significantly.
Results using the raw series suggest there were two bubbles, a positive bubble in 2008 and a negative bubble from November 2014 to January 2015.
The PSY test, however, makes the assumption of constant volatility across regimes. To adjust for this, we apply the test to the raw series deflated
by CBOE crude oil VIX volatility, and show there no evidence to support bubble behavior in the deflated series. Our results suggest that when we
account for forward looking option market volatility, there is no evidence to suggest there were bubbles in crude oil contrary to popular belief.

CO434 Room G21A GOODNESS-OF-FIT, MULTIPLE PREDICTORS AND MULTIVARIATE MODELS Chair: Lynda Khalaf

CO1791: Dynamic panel analysis of market debt ratios

Presenter: Charles Saunders, University of Western Ontario, Canada

Co-authors: Lynda Khalaf, Marie-Claude Beaulieu

Interest in dynamic panel data models for market debt ratios have emerged in recent years. The robustness of several methods to some common
problems that affect standard estimators is examined. We first extend available results on the GMM estimator by applying recently proposed
alternative methods. These include indirect inference, GMM approach, and X-differencing. The coverage of the confidence intervals for the
various methods is also surveyed, including the Monte Carlo inversion approach to construct exact confidence sets.

CO1796: Goodness-of-fit and model selection when the regressand is discrete

Presenter: Dalibor Stevanovic, Universite du Quebec a Montreal, Canada

Co-authors: Rachidi Kotchoni

We propose a new goodness-of-fit measure adapted for regression models with a discrete regressand. Examples of such models include Probit
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and Logit regressions for binary data and Poisson and Negative Binomial regressions for count data. The proposed goodness-of-fit measure is
deduced from a Kullback-Leibler Information Criterion (KLIC) and decreasing in the distance between the probability distribution of the regressand
predicted by the regression model and the corresponding marginal empirical distribution. Like a standard R-square, it lies between 0 and 1. For
that reason, we called it the KLIC-R2. We show how to use Monte Carlo simulations or by parametric bootstrap to approximate the distribution
of the KLIC-R2 conditionally on the observed realizations of the regressors. This distribution is obviously not pivotal and it must be simulated for
each case. We illustrate the use of the KLIC-R2 to test the null hypothesis that a particular set of regressors has no predictive power against the
most general alternative. Our Monte Carlo simulations show that the KLIC-R2 compares favorably to existing model selection criteria for discrete
choice models.

C00922: Small-sample tests for multiple-predictor regressions

Presenter: Sermin Gungor, Bank of Canada, Canada

Standard single-equation tests for predictability tend to over-reject when there is feedback from disturbances to future values of a predictor and
the predictor variable is highly persistent. Our framework accounts for feedback to multiple persistent predictors by modelling them as a vector
autoregression along with the predictive regression for the dependent variable, and by leaving free the joint distribution of system disturbances. We
deal with the presence of nuisance parameters by establishing a pivotal bound on the null distribution of the full-information quasi-likelihood ratio
statistic and we use Monte Carlo resampling techniques to obtain an exact small-sample test procedure.

C0O454 Room Woburn NOWCASTING AND FORECASTING UNDER UNCERTAINTY I Chair: Katja Heinisch

C0O0324: Regional surveys: Identifying uncertainty and forecasting economic growth

Presenter: Katja Heinisch, Halle Institute for Economic Research, Germany

Policy makers in regional institutions are more and more interested in a frequently and timely assessment and projection of economic growth in
particular on regional GDP forecasts. However, regional data is only available with substantial delay for the German states from the German
statistical office. Hence, particular weight is given to own survey data besides the official hard data to improve the regional GDP and gross value
added forecasts. The aim is to analyze the performance of the IWH construction and industry surveys for the economic development and outlook
of the East German economy. We examine whether these surveys are useful to improve the nowcast of the current and the forecast of the next
quarter of GDP. Given the even number of response possibilities of these surveys all answers can be taken into account. This is also a big advantage
compared to the ifo business climate index for East Germany where responses that correspond to unchanged are neglected. However, the overall
performance of both indices is compared. In addition, the study uses the responses of the IWH survey to identify the uncertainty of the entrepreneurs
for the assessment of the economic situation. Firms predictions in previous periods about expected changes will be compared with their assessment
of realized changes. Derived from cross-sectional disagreement we can derive a measure of ex post forecast error uncertainty.

CO0770: Nowcasting public finances in Italy

Presenter:  Peter Claeys, Vrije Universiteit Brussel, Belgium

Budget forecasts have become increasingly important as a tool of fiscal management to influence expectations of bond markets and the public
at large. The inherent difficulty in projecting macroeconomic variables together with political bias thwart the accuracy of budget forecasts. The
purpose is to make available efficient and accurate forecasts trends of fiscal deficits in those months in which official forecasts are not published. We
improve accuracy by nowcasting public deficits for Italy over the period 1993-2012. We analyse monthly series of public finance (a cash indicator)
to predict out-of-sample forecasts with leading indicators and internet search terms. The real-time deficit forecast from a VAR model beats a set
of other private and public forecasts of the deficit. Deficits are hard to predict due to shifting economic conditions and political events. We test
and compare predictive accuracy over time and although a weighted combined forecast is robust to breaks, it is hard to significantly improve over
a simple RW model.

CO1051: Lessons for forecasting unemployment in the U.S.: Use flow rates, mind the trend

Presenter: Murat Tasci, Federal Reserve Bank of Cleveland, United States

The aim is to evaluate the ability of autoregressive models, professional forecasters, and models that leverage unemployment flows to forecast
the unemployment rate. We pay particular attention to flows-based approaches to generalize whether data on unemployment flows is useful in
forecasting the unemployment rate. We find that any approach that leverages unemployment inflow and outflow rates performs well in the near
term. Over longer forecast horizons, we find a useful framework, even though it was designed to be mainly a tool to uncover long-run labor market
dynamics such as the “natural” rate. Its usefulness is amplified at specific points in the business cycle when unemployment rate is away from the
longer-run natural rate. Judgemental forecasts from professional economists tend to be the single best predictor of future unemployment rates.
However, combining those guesses with flows-based approaches yields significant gains in forecasting accuracy.

CO0778: On business confidence as an indicator for industrial production: Evidence from the EC survey

Presenter: Marco Malgarini, ANVUR, Italy

Co-authors: Stefano Fantacone, Petya Garalova, Eleonora Mazzoni

Business surveys are usually considered as good indicators for industrial production, being not revised, not in need to be filtered and released in
advance with respect to quantitative data. However, evidence of a possible break in the relationship among survey data and industrial production
(IP) has recently emerged: we look closely at this relationship using Eurostat and EC data for EU countries, analyzing the rolling correlation among
soft and hard data and looking at coherence of the two series at cyclical turning points. We also check for the capability of business surveys of
causing IP in the sense of Granger and evaluate the evolution of this relationship over time with rolling methods. Emerging differences in cyclical
behavior may be either linked to statistical problems in sampling selection during the crisis, or to changes in the way agents form expectations. If
long term perceptions of normal levels of output are lower than in the past, it is well possible for opinion variables to show a favorable trend even
if the underlying quantitative variable does not show remarkable changes.

EI010 Room CLO B01 SPECIAL SESSION ON ROBUSTNESS FOR FUNCTIONAL AND COMPLEX DATA Chair: Graciela Boente

EI0333: Fast estimation of the geometric median in Hilbert spaces: An application to robust online principal components analysis
Presenter: Herve Cardot, Universite de Bourgogne, France

It is not unusual anymore to have to analyze very large samples of high dimensional data, that also may be observed sequentially. In such a large
sample/high dimensional data context outliers may be hard to detect automatically and considering robust indices of location instead of (eventually
trimmed) mean values can be interesting. The geometric median, which is a natural extension of the median in metric spaces is an interesting
candidate for estimating the center of a distribution in a robust way. A very simple and efficient recursive estimator of the geometric median in
Hilbert spaces is studied. It allows for automatic update and does not require to store all the data. It is also shown that its asymptotic distribution
is the same as the minimizer of the empirical risk. An application to robust PCA, via the online estimation of the median “covariation” matrix, is
given. Illustrations on both simulated data and real data confirm the interest of using this new robust dimension reduction technique.
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EI0967: Robust analysis of high-dimensional functional data

Presenter:  Juan Romo, Universidad Carlos III de Madrid, Spain

Co-authors: Ana Arribas-Gil

Functional data analysis refers not only to one-dimensional functional observations, but also to multivariate samples of functions or even to high-
dimensional functional data sets. Robust analysis of functional data can be based on the concept of depth, that allows us to establish the notion of
centrality and extremality and provides fundamentals for testing or classification. We analyze depth for high-dimensional functional data and apply
these ideas to simulated high-dimensional functional samples and to real high-dimensional functional observations.

EI1064: Robustness against cellwise outliers

Presenter: Peter Rousseeuw, KU Leuven, Belgium

A multivariate dataset consists of n observations in p dimensions, and is often stored in an n by p matrix X. Robust statistics has mostly focused
on identifying and downweighting outlying rows of X, called rowwise or casewise outliers. However, downweighting an entire row if only one
(or a few) of its cells are deviating entails a huge loss of information. Also, in high-dimensional data the majority of the rows may contain a few
contaminated cells, which yields a loss of robustness as well. Recently new robust methods have been developed for datasets with missing values
and with cellwise outliers, also called elementwise outliers. Several methods of this type will be studied and compared in terms of their robustness
as well as their statistical and computational efficiency. Simulation results will be shown as well as real data examples.

EO182 Room MAL 540 STATISTICS FOR COSMOLOGICAL DATA Chair: Domenico Marinucci

EO0219: The challenge of weak lensing

Presenter: Thomas Kitching, UCL, United Kingdom

Weak lensing distorts observed galaxy shapes by changing their size and ellipticity at a level of one part in a thousand. By measuring these small
distortions statistically and in three dimensions both the geometry of the Universe and the growth of structure can be inferred. Several ground-
breaking surveys are being planned that will map the majority of the sky to measure this effect, for example the ESA Euclid mission. We will
review the state-of-the-art in image analysis inferring ellipticities and sizes from very noisy date; cosmological parameter inference using three-
dimensional spherical harmonic analyses; and simulations using large-scale n-body and hydrodynamical methods. We will focus on the outstanding
challenges in this field, and motivate the need for a close collaboration between the cosmology, computational and statistical communities.

EO0396: Sparsity in astrophysics: Astrostatistics meets astroinformatics

Presenter:  Jason McEwen, University College London, United Kingdom

Astrostatistics has become a well-established sub-field, where powerful statistical methods are developed and applied to extract scientific informa-
tion from astrophysical observations. In particular, Bayesian methods have now found wide-spread application in astrophysics. Astroinformatics,
on the other hand, is an evolving but less mature sub-field, where informatics techniques provide a powerful alternative approach for extracting
scientific information from observational data. Informatics techniques have close links with information theory, signal processing and computa-
tional harmonic analysis, and have been demonstrated to be very effective. Wavelet methods, for example, allow one to probe both spatial- and
scale-dependent signal characteristics simultaneously. Such techniques are very effective in studying physical phenomena since many physical
processes are manifest on particular physical scales, while also spatially localised. Recent developments in this domain have led to the theory of
compressive sensing, a revolutionary breakthrough in the field of sampling theory, which exploits the sparsity of natural signals. The aim is to
introduce compressive sensing from both the synthesis and analysis perspectives, highlighting statistical connections, and discuss the application
of such techniques in astrophysics.

EO0654: Cosmostatistics in a random Universe

Presenter: Andrew Jaffe, Imperial College, United Kingdom

Cosmological inferences are inherently probabilistic: we can only hope to directly observe a fraction (perhaps vanishingly small) of the Universe.
Furthermore, our models are usually themselves probabilistic: they predict only the statistical distribution of the matter and energy in the Universe.
In recent years, the amount of data has increased by orders of magnitude and cosmologists have developed analysis methods in the face of these
limitations. We review these methods and some of the latest results, paying specific attention to data from the Cosmic Microwave Background.

EO0990: Wavelets for cosmological data analysis: From the sphere to the 3-dimensional case

Presenter:  Domenico Marinucci, University of Rome Tor Vergata, Italy

Co-authors: Claudio Durastanti, Yabebal Fantaye

We start from a review of the construction of spherical wavelets and their use for Cosmological data analysis, focussing in particular on needlets.
We discuss their statistical and analytic properties, and then we review a number of recent and less recent applications, such as the investigation
for non-Gaussianity and asymmetries in Cosmic Microwave Background data and the search for point sources. We then consider extensions to
three-dimensional settings, reviewing in particular the recent proposal of 3d radial needlets and their potential applications to future Large Scale
Structure surveys.

EO138 Room MAL 421 CLUSTERING MIXED DATA Chair: Julien Jacques

EO0261: Mixture model of Gaussian copulas to cluster mixed-type data

Presenter: Matthieu Marbac, McMaster University, Canada

A mixture model of Gaussian copulas is proposed to cluster mixed data. This approach allows us to straightforwardly define simple multivariate
intra-class dependency models while preserving classical distributions for the one-dimensional margins of each component in order to facilitate the
model interpretation. Moreover, the intra-class dependencies are taken into account by the Gaussian copulas which provide one robust correlation
coefficient per couple of variables and per class. This model generalizes different existing models defined for homogeneous or mixed variables.
The Bayesian inference is performed via a Metropolis-within-Gibbs sampler. The model is illustrated by a real data set clustering.

EO00248: Kernel discriminant analysis with parsimonious Gaussian process models

Presenter:  Charles Bouveyron, University Paris Descartes, France

A family of parsimonious Gaussian process models is presented which allows to build, from a finite sample, a model-based classifier in an infinite
dimensional space. The proposed parsimonious models are obtained by constraining the eigen-decomposition of the Gaussian processes modeling
each class. This allows, in particular, to use non-linear mapping functions which project the observations into infinite dimensional spaces. It is
also demonstrated that the building of the classifier can be directly done from the observation space through a kernel function. The proposed
classification method is thus able to classify data of various types such as categorical data, functional data or networks. Furthermore, it is possible
to classify mixed data by combining different kernels. The methodology is as well extended to the unsupervised classification case. Experimental
results on various data sets demonstrate the effectiveness of the proposed method.
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EO0656: Model-based clustering with mixed/missing data using the new software MixtComp

Presenter:  Christophe Biernacki, Inria, France

The “Big Data” paradigm involves large and complex data sets where the clustering task plays a central role for data exploration. For this
purpose, model-based clustering has demonstrated many theoretical and practical successes in a various number of fields. MixtComp is a new
software, written in C++, implementing model-based clustering for multivariate missing/binned/mixed data under the conditional independence
assumption. Current implemented mixed data are continuous (Gaussian), categorical (multinomial), integer (Poisson) and ordinal (specific model)
ones. However, architecture of MixtComp is designed for incremental insertion of new kinds of data (ranks, functional, directional...) and related
models. Model estimation is performed by a Stochastic EM algorithm (SEM) and several classical model selection criteria are available (BIC, ICL).
Currently, MixtComp is not freely provided as an R package but is freely available through a specific user-friendly web interface (https://modal-
research.lille.inria.fr/BigStat/) and its output corresponds to an R object directly usable in the R environment. Beyond its clustering task, it also
allows us to perform imputation of missing/binned data (with associated confidence intervals) by using the mixture model ability for density
estimation as well.

EO1117: The moneyball effect: How statistical analysis can transform the sports industry

Presenter:  Yang Tang, McMaster University, Canada

Co-authors: Paul McNicholas

In the past few years, professional sports teams have been relying more on computer-driven statistical analysis. This is sometimes known as
the “Moneyball effect”. Psychometric data is available for the Canadian women rugby sevens team, including daily psychometric and training
variables on 32 female athletes over a six-month period. Sixteen variables are considered: three continuous variables, eight ordinal variables,
three categorical variables, and two integer variables. Model-based approaches via a mixture model are used to distinguish groups as well as
characterize them. We analyze the data using mixture modelling approaches to define distinct psychological status. We further use a data mining
technique, association rule mining, to investigate relationships between psychological status and physical performance within each group. We
expect a continuous learning process that could give better outcomes thereby contributing to a transformation within the sports industry.

EO136 Room MAL B33 METHODS FOR THE ANALYSIS OF SEMI-COMPETING RISKS DATA Chair: Sebastien Haneuse

EO0359: Estimating restricted mean job tenures in semi-competing risks data compensating victims of discrimination

Presenter:  Qing Pan, George Washington University, United States

Co-authors: Joseph Gastwirth

When plaintiffs prevail in a discrimination case, a major component of the calculation of economic loss is the length of time they would have
been in the higher position had they been treated fairly. This problem is complicated by the fact that one’s eligibility for promotion is subject to
termination by retirement and both the promotion and retirement processes may be affected by discriminatory practices. The semi-competing risk
data are decomposed into the marginal retirement process and the promotion process conditional on that retirement has not occurred. Predictions
for compensation purpose are made by utilizing the expected promotion and retirement probabilities of similarly qualified members of the non-
discriminated group. The restricted mean durations of three periods are estimated - the time an employee would be at the lower position, at the
higher level and in retirement. The proposed restricted mean job duration estimators are shown to be robust in the presence of an independent
frailty term. Data from the reverse discrimination case, Alexander v. Milwaukee, where white male lieutenants were discriminated in promotion to
captain are reanalyzed. While the appellate court upheld liability, it reversed the original damage calculations, which heavily depended on the time
a plaintiff would have been in each position. The results obtained by the proposed method are compared to those of the original jury. Substantial
differences in both directions are observed.

EO0493: A joint frailty-copula model between tumour progression and death for meta-analysis

Presenter:  Virginie Rondeau, University of Bordeaux INSERM, France

Co-authors: Takeshi Emura, Masahiro Nakatochi, Kenta Murotani

Dependent censoring often arises in biomedical studies when time to tumour progression (e.g., relapse of cancer) is censored by an informative
terminal event (e.g., death). For meta-analysis combining existing studies, a joint survival model between tumour progression and death has been
considered under semicompeting risks, which induces dependence through the study-specific frailty. Copulas are utilized to generalize the joint
frailty model by introducing additional source of dependence arising from intra-subject association between tumour progression and death. The
practical value of the new model is particularly evident for meta-analyses in which only a few covariates are consistently measured across studies
and hence there exist residual dependence. The covariate effects are formulated through the marginal Cox proportional hazards, and the baseline
hazards are nonparametrically modeled on a basis of splines. The estimator is then obtained by maximizing a penalized log-likelihood function.
We also show that the present methodologies are easily modified for the competing risks setup, and are generalized to accommodate left-truncation.
Simulations are performed to examine the performance of the proposed estimator. The method is applied to a meta-analysis for assessing a recently
suggested biomarker CXCL12 for survival in ovarian cancer patients. We implement our proposed methods in R joint.Cox package (version 1.1).

EO0944: Stabilised Aalen-Johansen estimator of the transition probabilities to protect against too small risk sets

Presenter:  Arthur Allignol, Ulm University, Germany

Co-authors: Sarah Friedrich, Jan Beyersmann

Left-truncation (delayed entry) arises if study entry occurs after time 0. Failure to account for left-truncation leads to length-bias, i.e., the number
of individuals which are considered to be under observation at time 0 is falsely inflated leading to biased estimates of the target quantity. Survival
analysis techniques naturally account for left-truncation. However the number of individual at risk at the beginning of the follow-up might be very
small, leading to highly variable and thus potentially unreliable estimates. A modified version of the Kaplan-Meier estimator has been previously
proposed that tackles these issues by discarding contributions from too small risk sets. The work was later extended by proposing a modified
Aalen-Johansen estimator in the the competing risks setting. Based on the latter, we introduce a modified Aalen-Johansen estimator for general
Markov multistate models. This is relevant even in the absence of left-truncation. For instance, in an illness-death model without recovery, initial
state 0, intermediate illness state 1 and absorbing death state 2, there will be internal left-truncation due to O to 1 transitions. A simulation study
and an example illustrate the use of this estimator.

EOO0895: Effects of unobserved heterogeneity on methods for analysing prevalent cohort and current duration designs

Presenter: Niels Keiding, University of Copenhagen, Denmark

Time to pregnancy is the duration from the time a couple starts trying to become pregnant until they succeed. It is considered one of the most direct
methods to measure natural fecundity in humans. Statistical tools for designing and analysing time to pregnancy studies belong to the general area
of survival analysis, but several features require special attention. Recruiting at incidence is difficult to carry out, so that prospective follow-up is
more realistically achieved in a prevalent cohort design. Retrospective (pregnancy-based) designs, widely used in this area, do not allow efficiently
including couples remaining childless. The current duration design starts from a cross-sectional sample of couples currently trying to become
pregnant, using the backward recurrence time as basis for the estimation of time to pregnancy or time to the end of the pregnancy attempt. On the
basis of a simulation study, it is studied the effect of unmeasured population heterogeneity on estimates of the distribution of time to pregnancy and
of the effect of risk factors. The generality of such properties for prevalent cohort and current duration designs are briefly discussed.
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EO0288 Room CLO 203 RECENT DEVELOPMENT ON SINGLE INDEX MODELS Chair: Jianhui Zhou

EO0406: Polynomial spline estimation for generalized partially linear single-index models

Presenter:  Lily Wang, Iowa State University, United States

Co-authors: Guanqun Cao

The estimation for the generalized partially linear single-index model is studied, where the systematic component in the model has a flexible
semiparametric form with a general link function. An efficient and practical approach is proposed to estimate the single-index link function,
single-index coefficients as well as the coefficients in the linear component of the model. The estimation procedure is developed by applying quasi-
likelihood and polynomial spline smoothing. Large sample properties of the estimators are derived and the convergence rate of each component
of the model is obtained. Asymptotic normality is established for the coefficients in both the single-index and linear components. The polynomial
spline approach is computationally stable and efficient in practice. Both simulated and real data examples are used to illustrate our proposed
methodology.

EO0490: A new estimation procedure for single index models

Presenter: Xiangrong Yin, University of Kentucky, United States

A novel and effect algorithm is introduced for solving single index models, especially when data has large p-small # structure. Implementation and
Monte Carlo results as well as a real data analysis are presented. Although we focus on single-index models, extension to multiple index models is
also discussed.

EO1172: A new inference approach for varying-coefficient single-index models

Presenter:  Valentin Patilea, CREST-ENSAI, France

Semiparametric single-index assumptions are convenient and widely used dimension reduction in regression analysis. In a mean regression setup,
the single-index model (SIM) assumption means that the conditional expectation of the response given the vector of covariates is the same as
the conditional expectation of the response given an index, that is a linear combination of the covariates. In a conditional distribution modeling,
under the SIM assumption the conditional law of a response given the covariate vector coincides with the conditional law given an index. We
consider extended SIM setups where the coefficients of the linear combination could depend on an additional covariate. Such extensions allow
us to capture some dynamic features in the data while preserving an appealing modeling strategy. We propose a new estimation approach of the
varying- coefficients in mean SIM and SIM for the conditional law. The estimator is obtained by minimization of a distance criterion based on
kernel smoothing. Consistency and asymptotic normality results are established. The new methodology is illustrated by simulations and real data
applications.

EO0554: A single index model for censored quantile regression

Presenter:  Jianhui Zhou, University of Virginia, United States

Co-authors: Miao Lu

Quantile regression has been getting more attention in survival analysis recently due to its interpretability. For possible nonlinear relationship
between survival time and risk factors, we study a single index model for censored quantile regression, and employ the local linear approximation
for the unknown link function. To account for censoring, we consider the redistribution-of-mass to obtain a weighted quantile regression estimator.
The developed estimator can be penalized for variable selection purpose. The asymptotic properties of the developed estimators are investigated.
The performance of the developed estimation and variable selection methods is illustrated in simulation studies, and the methods are applied to a
real data example.

EO184 Room CLO 101 OBJECT ORIENTED DATA ANALYSIS I Chair: John Kent

EO0414: Principal nested shape spaces, with applications to molecular dynamics data

Presenter: Ian Dryden, University of Nottingham, United Kingdom

Molecular dynamics simulations produce large datasets of temporal sequences of molecules, such as flexible proteins. It is of interest to summarize
the shape evolution of the molecules in a succinct, low-dimensional representation. However, Euclidean techniques such as principal components
analysis (PCA) can be problematic as the data may lie far from a flat manifold. Principal nested spheres can lead to striking insights which may
be missed using PCA. We provide some fast fitting algorithms and apply the methodology to a large set of 100 runs of 3D protein simulations,
investigating biochemical function in applications in Pharmaceutical Sciences.

EO0416: Backward nested subspaces: Asymptotics, two-sample tests and applications

Presenter: Benjamin Eltzner, University Goettingen, Germany

Dimension reduction is an important tool in multivariate statistical analysis, aiming at a description of the relevant modes of variation in a data set.
For data on manifolds or stratified spaces, dimension reduction becomes more involved as forward and backward methods must be distinguished.
We introduce the notion of backward nested subspaces as a generalization of principal nested spheres. For such general families of estimated nested
subspaces we provide asymptotic results and inferential tools. We illustrate the power of our methods by simulations and applications to data.

EO0464: Marker invariant analysis of gait data and its applications

Presenter: Fabian Telschow, University of Goettingen, Germany

In biomechanical analysis of motions of the human knee joint, curves over time in the space SO(3) of 3D rotations are the data objects. In non-
invasive practice, such curves are obtained by following markers placed on thigh and shank. Even if placed by experts, slightly differing locations
account for additional statistical variation that makes it difficult to accomplish the task of identifying individuals as well as of identifying changes
in gait patterns due to degenerative effects, say. To accomplish these tasks, it turns out that paths in SO(3) modulo its isometry group form the
natural object space for which we develop novel inferential tools, among others simultaneous confidence regions.

EO1157: Inference for functional data using the adjusted p-value function

Presenter: Simone Vantini, Politecnico di Milano, Italy

Co-authors: Alessia Pini

Inference for functional data embedded in Lz(a,b) is considered, with particular emphasis on the domain selection problem (i.e., detecting those
portions of the domain where a given functional null hypothesis is rejected). We will present a general and fully non-parametric approach to
achieve that target that is based on the introduction of two new inferential tools: the unadjusted and the adjusted p-value functions. After providing
their definitions, we will describe their inferential properties in terms of control of the Type-I error probability and of consistency (point-wise and
interval-wise, respectively). Finally, to show the flexibility of the methodology we will provide an overview on some applications in which the
unadjusted and the adjusted p-value functions have been used to face different testing problems such to answer specific research questions pointed
out by experts: two-population test for pair-wise comparison of the tongue movements in different experimental settings; functional analysis of
variance of reflectance spectra for selecting frequency bands for remote monitoring of laser welding; functional-on-scalar linear model of body part
trajectories for the long-term assessment of therapies to fix Anterior Cruciate Ligament injuries.
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EO0635 Room MAL B20 BAYESIAN SEMI- AND NONPARAMETRIC MODELLING I Chair: Li Ma

EO0448: A general framework for Bayes structured linear models

Presenter: Chao Gao, Yale University, United States

A unified approach will be given to both Bayes high dimensional statistics and Bayes nonparametrics in a general framework of structured linear
models. With the proposed two-step model selection prior, a general theorem of posterior contraction will be presented under an abstract setting.
The main theorem can be used to derive new results on optimal posterior contraction under many complex model settings including stochastic
block model, graphon estimation and dictionary learning. It can also be used to re-derive optimal posterior contraction for problems such as sparse
linear regression and nonparametric aggregation, which improve upon previous Bayes results for these problems. The key of the success lies in
the proposed two-step prior distribution. The prior on the parameters is an elliptical Laplace distribution that is capable to model signals with
large magnitude, and the prior on the models involves an important correction factor that compensates the effect of the normalizing constant of the
elliptical Laplace distribution.

EO0868: Sparsity party in a haystack

Presenter:  Jean-Bernard Salomond, Universite Paris Dauphine, France

Co-authors: Stephanie van der Pas, Johannes Schmidt-Hieber

Sparse models have grown more and more popular in the past years. In the Bayesian setting, the first theoretical results were proved for the spike
and slab priors. However, from a practical point of view, these priors are not convenient for computational reasons. In the meanwhile, a class of so
called shrinkage priors have been developed. Although one do not recover exact zeroes as with the spike and slab, they are easier to implement and
give good results in practice. Among these priors, scale mixture many of the most used can be written as a scale mixture of Gaussian which makes
them particularly easy to implement. We propose general conditions on scale mixtures of Gaussian in the sparse Gaussian sequence setting, such
that the posterior achieve the minimax risk which also leads to minimax estimator for the signal. These conditions give some general guidelines to
choose a shrinkage prior for estimation under sparsity assumption.

EO0874: Priors for the frequentist, consistency beyond Schwartz

Presenter: Bas Kleijn, University of Amsterdam, Netherlands

Schwartz theorem on posterior consistency is generalized in several respects. First, while testability remains a requirement, it is shown to be equiv-
alent to Doobs Bayesian form of posterior concentration. This type of testability reduces to a measurability condition rather than the topological
requirements most frequentists would expect. Second, the frequentist using Bayesian tools requires a stronger form of posterior consistency and
imposes a property akin to (but weaker than) contiguity to strengthen Doobs prior-a.s. consistency. It is shown that Schwartzs Kullback-Leibler
condition for the prior is sufficient, as well as Freedmans tailfreeness property and related forms of equicontinuity. For rates of convergence and
models for dependent samples Le Cams First Lemma is extended, implying sufficiency of the Ghosh-Ghosal-vdVaart construction as well as more
recent criteria based on Hellinger transforms. Examples include the stochastic block model, spike-and-slab-type priors for sparse sequences and
the Neyman-Scott paradox.

EO0983: Posterior concentration rate of a class of multivariate density estimators based on adaptive partitioning

Presenter: Linxi Liu, Stanford University, United States

Co-authors: Wing Hung Wong

We study a class of non-parametric density estimators under Bayesian settings. The estimators are piecewise constant functions on binary partitions.
We analyze the concentration rate of the posterior distribution under a suitable prior, and demonstrate that the rate does not directly depend on
the dimension of the problem. This is as an extension of a companion work where the convergence rate of a related sieve MLE was established.
Compared to the sieve MLE, the main advantage of the Bayesian method is that it can adapt to the unknown complexity of the true density function,
thus achieving the optimal convergence rate without artificial conditions on the density.

EO0206 Room MAL B35 STOCHASTIC PROCESSES WITH APPLICATIONS Chair: Simone Padoan

EO0524: Stochastic boundaries and other techniques for stochastic PDE models

Presenter: Finn Lindgren, University of Bath, United Kingdom

Recurring issues when constructing spatial and spatio-temporal Gaussian Markov random field models is how to ensure model consistency for
different resolutions, and how to impose consistent boundary conditions. Both of these issues can be handled by considering continuous domain
stochastic PDE models, that turn into Markov random fields on the coefficients of finite dimensional basis function expansion representations.
Such computationally efficient representations can be used for Kriging of large space-time data on complicated domains, and as building blocks in
complex latent Gaussian models, such as point process models for animal detections in ecology.

EO0641: Efficient likelihood-based inference for the Brown-Resnick process

Presenter: Emeric Thibaud, Colorado State University, United States

Max-stable processes are the only non-trivial limits of properly rescaled pointwise maxima of random processes. The Brown-Resnick process is a
parametric max-stable model which has proven to be well-suited for modeling extremes of environmental processes. In most applications, the full
likelihood of this model is unobtainable, and inference has been based on composite likelihoods, resulting in a loss in efficiency, and preventing the
use of standard Bayesian methods. We present a new Bayesian approach to estimate the parameters of a Brown-Resnick process, and we discuss
its computational challenges. We illustrate the method with an application to extreme low temperatures.

EOO0815: A nonparametric model for stationary time series

Presenter: Isadora Antoniano-Villalobos, Bocconi University, Italy

Co-authors: Stephen Walker

Stationary processes have been used as statistical models for dependent quantities evolving in time. Stationarity is a desirable model property,
however, the need to define a stationary density limits the capacity of such models to incorporate the diversity of the data arising in many real life
phenomena. Alternative models have been proposed, usually resulting in a compromise, sacrificing the ability to establish properties of estimators,
in favor of greater modeling flexibility. A characterization is provided for a family of time-homogeneous processes with nonparametric stationary
densities, which retain the desirable statistical properties for inference, while achieving substantial modeling flexibility, matching those achievable
with certain non-stationary models. For the sake of clarity, attention is restricted to first order Markov processes. Posterior simulation involves an
intractable normalizing constant. Therefore, a latent extension of the model is presented, which enables exact inference through a trans-dimensional
MCMC method. The capabilities of the model are presented through an application.
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EO0834: Extremes of Skew-Symmetric distributions

Presenter: Boris Beranger, Universite Pierre and Marie Curie and University of New South Wales, Australia

Co-authors: Simone Padoan, Scott Sisson

In environmental, economic or financial fields, the data of real applications can exhibit highly asymmetric distributions. In risk management it is
important to analyze the frequency that extreme events such as heat waves, market crashes, etc., occur. Such real processes are high-dimensional by
nature. Estimating the dependence of extreme events is crucial for predicting future phenomena, that can have a large impact on real life. A simple
way of dealing with asymmetrically distributed data is to use the so-called Skew-Symmetric distributions such as the skew-normal and skew-z.
These distributions are applied to the context of extreme value theory in order to model the dependence. By defining a non-stationary skew-normal
process, which allows the easy handling of positive definite, non-stationary covariance functions, we derive a new family of max-stable processes -
the extremal-skew-¢ process. We provide the spectral representation and the resulting angular densities of the extremal-skew-f process, and illustrate
its practical implementation. Finally, an application to wind speed data over 83 locations across the USA is provided.

EO322 Room MAL 415 METHODOLOGY AND APPLICATIONS OF LATENT VARIABLE MODELS Chair: Silvia Pandolfi

EO0550: Estimating discrete latent models for two-way data arrays: A composite likelihood approach

Presenter: Prabhani Kuruppumullage Don, Dana-Faber Cancer Institute, United States

Co-authors: Francesco Bartolucci, Francesca Chiaromonte, Bruce Lindsay

Composite likelihood is a likelihood modification useful in instances where maximum likelihood estimation (MLE) is computationally infeasible.
We present two discrete latent variable models for two-way data arrays, in which MLE is intractable due to the complex structures of the models.
The first model aims to sort a two-way array of observations in blocks, each corresponding to a fixed row cluster and a fixed columns cluster (block
mixture model). The second model aims to simultaneously produce clusters along one of the data dimensions and contiguous groups along the other
(clustering by segmentation). In both cases, we construct composite likelihoods as a computationally tractable alternative to the full likelihood. We
also discuss how to evaluate the number of components for each model, and demonstrate the performance of our methods via simulations. Finally,
we illustrate the use of our approach through applications to genomic data.

EO0579: A multivariate latent variable model for the analysis of health status over time

Presenter:  Silvia Cagnone, University of Bologna, Italy

Co-authors: Cinzia Viroli

A latent variable model for the analysis of multivariate mixed longitudinal data is proposed. It extends a previous factor mixture model to longi-
tudinal data. The model is based on the introduction of two hidden variables: a continuous latent variable for modeling the association among the
observed variables at each time point and a latent discrete variable that follows a first-order Markov chain with the aim of taking into account the
unobserved heterogeneity. The aim of the proposed model is twofold: it allows us to perform dimension reduction when data are of mixed type and
it performs model based clustering in the latent space. We derive an EM algorithm for the maximum likelihood estimation of the model parameters.
The method is illustrated by an application to a longitudinal dataset on health status.

EO1000: A latent variable approach for dealing with heaping and ‘‘too many to count’ in domestic violence counts

Presenter:  Brian Francis, Lancaster University, United Kingdom

Co-authors: Sylvia Walby, Jude Towers

One recent theory suggests that there are different types of domestic violence. These types are defined by the nature of the behaviour of one partner
towards the other. It is hypothesized that one form of domestic violence is likely to lead to repeated acts of violence within a relationship, perhaps
escalating in severity. This suggests that a mixture of two count processes may be a good way to model such data. We discuss recent work which
has attempted to determine whether there are a number of distinct groups of domestic violence victims, or whether there is a single distribution
with overdispersion. Such mixture models however, need to take account not only of capping but of heaping and a “too many to count” category.
Heaping is the tendency for respondents to report yearly incidents to the nearest rounded number. This will affect the mixture model in introducing
modal peaks in the incident distribution. Dealing with both of these leads to a mixture of mixtures problem, where the heaping and too many to
count processes mixes on top of a mixture of Poisson or negative binomials. Results will be presented from an analysis of ten years of data on
intimate personal violence from the Crime Survey of England and Wales, and analysis problems are identified.

EO1078: A discrete-valued latent stochastic process for the estimation of credit migration matrices

Presenter:  Fulvia Pennoni, University of Milano-Bicocca, Italy

Co-authors: Giulia Elisei

We focus on the problem of the estimation of the credit migration matrices which are a widely used instrument in the context of risk management to
account for the credit portfolio. We propose to apply a latent Markov model in which the possible movement directions are modeled as a continuous
or discrete-valued stochastic process following a non-homogenous Markov chain of first or second order. It is a novel approach in this context,
which outperform the existing models mainly based on an observed Markov process. The latter do not satisfactory represent the nature of the
credit ratings which is mainly governed by underlying forces. We illustrate the traditional techniques employed in this field and their limitations in
comparison to our proposal by applying them to simulated data which reproduce the credit ratings histories of Standard and Poor rated firms and
sovereigns around the world from 1982 to 2014. We also show how the model may be of interest for prediction of default.

EO040 Room CLO 102 TOPICS IN DIRECTIONAL STATISTICS Chair: Toshihiro Abe

EO0647: A circular autocorrelation of stationary circular Markov processes

Presenter: Hiroaki Ogata, Tokyo Metropolitan University, Japan

Co-authors: Toshihiro Abe, Takayuki Shiohama, Hiroyuki Taniai

The stationary Markov process is considered and its circular autocorrelation function is investigated. More specifically, a transition density of
the stationary Markov circular process is defined by two circular distributions, and we elucidate structure of the circular autocorrelation when
the one distribution is uniform and the other is arbitrary. The asymptotic properties of parametric and nonparametric estimators of the circular
autocorrelation function are derived. Simulation results are also given. Furthermore, we consider the bivariate process of trigonometric functions
and give the explicit form of its spectral density matrix.

EO0857: Modeling circular Markov processes with time varying autocorrelation

Presenter: Takayuki Shiohama, Tokyo University of Science, Japan

Co-authors: Toshihiro Abe, Hiroaki Ogata, Hiroyuki Taniai

A simple model with time varying autocorrelation for circular Markov processes is proposed. For this purpose, we introduce a time varying
concentration parameter in the underlying circular Markov processes. Maximum likelihood estimation as well as the estimation via nonlinear
and non-Gaussian state space models are considered. The proposed models are used to illustrate the non-linear relationships between the wind
directions and the wind speeds through by time-varying autocorrelations.
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EO00250: The WeiSSVM: A tractable, parsimonious and highly flexible model for cylindrical data

Presenter:  Christophe Ley, University of Ghent, Belgium

Co-authors: Toshihiro Abe

The aim is to describe cylindrical distributions obtained by combining the sine-skewed von Mises distribution (circular part) with the Weibull
distribution (linear part). This new model, the WeiSSVM, enjoys numerous advantages: simple normalizing constant and hence very tractable
density, parameter-parsimony and interpretability, good circular-linear dependence structure, easy random number generation thanks to known
marginal/conditional distributions, flexibility illustrated via excellent fitting abilities, and a straightforward extension to the case of directional-
linear data. Inferential issues, such as independence testing, can easily be tackled with the WeiSSVM, which we will apply on two distinct real data
sets.

EO0921: Exact and approximate inference for toroidal diffusions

Presenter: Eduardo Garcia-Portugues, University of Copenhagen, Denmark

Co-authors: Michael Sorensen, Kanti Mardia, Thomas Hamelryck

Inference methods are studied for diffusions on the hypertorus. The diffusions constructed have well-known stationary distributions, such as the
von Mises or the Wrapped Normal, and can be considered as the analogues of the celebrated Ornstein-Uhlenbeck process on the real line. New
pseudo-likelihood procedures based on the Euler and Ozaki discretization schemes are proposed. In addition, approximated likelihood inference
is carried out by a suitable imitation of the transition probability densities. The efficiency of these procedures is compared with respect to exact
likelihood in a simulation study under a variety of scenarios. Applications to the modelling of backbone angles in molecular dynamics simulations
of proteins are shown, together with a procedure to simulate from arbitrary toroidal distributions.

E0294 Room CLO 306 STATISTICAL EVALUATION OF MEDICAL DIAGNOSTIC TESTS Chair: Christos T Nakas

EO0674: Bayesian bootstrap inference for the ROC surface

Presenter: Vanda Inacio, Pontificia Universidad Catolica Chile, Chile

Co-authors: Miguel de Carvalho

The receiver operating characteristic (ROC) surface is a popular tool for evaluating the accuracy of medical diagnostic tests that classify individuals
into one of three ordered classes. We propose a fully nonparametric method based on the Bayesian bootstrap for conducting inferences for the ROC
surface and its functionals, such as the volume under the surface. The proposed estimator is based on a simple, yet interesting, representation of
the ROC surface in terms of placement variables. The performance of the proposed approach is assessed through a simulation study and a real data
application is also provided.

EO0724: Assessment of diagnostic markers subject to limit of detection

Presenter: Maria del Carmen Pardo, Complutense University of Madrid, Spain

Co-authors: Christos T Nakas, Alba Franco-Pereira

Diagnostic accuracy of potential biomarkers is routinely assessed using ROC curve methodology. The area under the ROC curve (AUC) is the most
widely used index of diagnostic accuracy. Frequently, marker measurements are subject to limits of detection (LOD) due to laboratory instrument
precision. As a consequence, measurements below a certain level are undetectable. Various strategies have been proposed for the assessment of
diagnostic markers that are subject to LOD since, simply ignoring observations below the LOD leads to negatively biased estimates of the AUC. We
propose a nonparametric approach based on two-sample likelihood ratio tests for right censored data for the assessment of the diagnostic accuracy
of a biomarker subject to LOD. We compare with existing methods through a large simulation study. We illustrate our methods on a potential
biomarker associated with the non-dipping phenomenon for patients with sleep apnoea syndrome.

EO1055: Statistical evaluation of low cost non-inferior imaging diagnostic tests

Presenter:  Joong-Ho Won, Seoul National University, Korea, South

Co-authors: Ying Lu

Typical medical imaging research seeks the most accurate cutting edge diagnostic and predictive techniques. Relatively less attentions are given to
the alternatives that may have clinically acceptable accuracy but offer benefits in cost, less invasiveness, or less radiation, etc. The problem becomes
more important in light of the healthcare reform that wants to contain the expenditure while improve the access. Validation of such techniques
has several difficulties. First, different from techniques based on blood or specimen, imaging techniques often have no historical samples to study
and require new study to collect data. For rare events, it can be costly. Second, the rapid technology evolution requires such validation studies
to be short in order to keep the evaluation relevant. Using an example of dual X- ray absorptiometry (DXA), the standard diagnostic test for
osteoporosis, and quantitative ultrasound (QUS), a low cost alternative, we will illustrate why we should be interested such a low-cost alternatives,
present a tree-structured subgroup analysis algorithm to identify those who will benefit most from such low cost QUS for diagnosis for prevalent
osteoporotic spinal fracture and propose a new statistical design that extends traditional case-control study by including short-term follow-up to
estimate prospective the odds ratio for hip fractures.

EO1852: Inference issues for true-class fractions in 2D and 3D ROC analysis

Presenter:  Christos T Nakas, University of Thessaly, Greece

The three-class approach is used for progressive disorders when researchers want to classify subjects as members of one of three categories based
on a continuous diagnostic marker. The optimal cut-off points required for this classification are often chosen to maximize the generalized Youden
index. The effectiveness of these chosen cut-off points can be evaluated by estimating their corresponding true class fractions and their associated
confidence regions. In the two-class case, parametric and nonparametric methods were investigated for the construction of confidence regions for
the pair of the Youden-index-based optimal sensitivity and specificity fractions that take into account the correlation introduced between sensitivity
and specificity when the optimal cut-off point is estimated from the data. A parametric approach based on the BoxCox transformation to normality
often works well otherwise a procedure using logspline density estimation can be used. The true class fractions that correspond to the optimal
cut-off points estimated by the generalized Youden index are correlated similarly to the two-class case. We present pitfalls in the assumptions of
correlation between true-class fractions in the 2-class case and a generalisation of previous methods to the three-class case, where ROC surface
methodology can be employed for the evaluation of the discriminatory capacity of a diagnostic marker.
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EO180 Room MAL G15 INFERENCE IN MULTIPLE AND MATRIX GRAPHICAL MODELS Chair: Anna Gottard

EO0706: A Bayesian approach for array-variate biological networks

Presenter:  Francesco Stingo, UT MD Anderson, United States

Co-authors: Yang Ni, Veerabhadran Baladandayuthapani

Multidimensional data constituted by measurements along multiple axes have emerged across many scientific areas such as genomics and cancer
surveillance. Traditional multivariate approaches are unsuitable for such highly structured data due to inefficiency, loss of power and lack of
interpretability. We illustrate a novel class of multidimensional graphical models that includes both directed and undirected graphs as well as
arbitrary combinations of these.

EO0479: Differential networks: Interpretation of an edge

Presenter: David Macleod, London School of Hygiene and Tropical Medicine, United Kingdom

A differential network refers to an analysis method which compares two networks each representing one of two subgroups. For example we can
compare the metabolomic network formed by a set of diseased individuals with the network formed by a set of disease free individuals, with an
aim of identifying structural differences which could provide information about the aetiology of disease. The primary method of estimating this
network is to estimate the difference in partial correlations of each pair of nodes in each of the two subgroups, with a suitably large difference
leading to the inclusion of an edge in the differential network. Most of the recent literature concerning this method focuses on the method of
estimating the edges in the network. However, little time has been spent on interpreting what an edge in a network of this type means. A simulation
study has been performed, investigating how the method responds to a particular type of data where a pair of nodes in the network are causes of
disease to begin to develop our understanding of what a differential network represents.

EO1367: Topic-adjusted visibility metric for scientific articles

Presenter: Siew Li Linda Tan, National University of Singapore, United Kingdom

Co-authors: Aik Hui Chan, Tian Zheng

Measuring the impact of scientific articles is important for evaluating the research output of individual scientists, academic institutions and journals.
While citations are raw data for constructing impact measures, there exist biases and potential issues if factors affecting citation patterns are not
properly accounted for. We address the problem of field variation and introduce an article level metric useful for evaluating individual articles’
visibility. This measure derives from joint probabilistic modeling of the content in the articles and the citations amongst them using latent Dirichlet
allocation (LDA) and the mixed membership stochastic blockmodel (MMSB). Our proposed model provides a visibility metric for individual
articles adjusted for field variation in citation rates, a structural understanding of citation behavior in different fields, and article recommendations
which take into account article visibility and citation patterns. We develop an efficient algorithm for model fitting using variational methods. To
scale up to large networks, we develop an online variant using stochastic gradient methods and case-control likelihood approximation. We apply
our methods to the benchmark KDD Cup 2003 data set with approximately 30,000 high energy physics papers.

EO1210: Efficient model search over DAG causal hypotheses about brain connectivity within a given population

Presenter: James Quartermaine Smith, University of Warwick, United Kingdom

Directed DAGs of probabilistic dynamic processes are currently now being used as frameworks for describing the dynamic relationships between
centres of activity in a given unit. For example one recent application of these methods can be found in applications of Markov graphics to model
he dynamically evolving relationships between the regions of a brain - as measured by fMRI experiments - as a particular individual engages in
various activities. The space of models of this type is obviously huge and so scoring the efficacy of different explanations in terms of their fit to this
highly multivariate time series data is a challenging one. However an important related issue is how inferences can be made concerning the nature
of the connectivities between centres of activity lying in subpopulations of individuals - for example those suffering from a particular medical
condition as opposed to those who do not. The aim is to discuss some new efficient search methodologies - originally designed for the analysis of
models concerning single subjects - can be adapted for use in the study of these even larger composite systems. We will then discuss some of the
inferential and interpretational challenges these methodologies still face.

EO060 Room MAL B29 APPLICATIONS OF EMPIRICAL MEASURES AND EMPIRICAL PROCESSES Chair: Eric Beutner

EO0760: Large deviations for weighted empirical measures arising in importance sampling

Presenter: Henrik Hult, KTH Royal Institute of Technology, Sweden

Importance sampling is a popular method for efficient computation of various properties of a distribution such as probabilities, expectations,
quantiles, etc. The output of an importance sampling algorithm can be represented as a weighted empirical measure, where the weights are given
by the likelihood ratio between the original distribution and the sampling distribution. The efficiency of an importance sampling algorithm is
studied by means of large deviations for the weighted empirical measure. The main result, which is stated as a Laplace principle for the weighted
empirical measure arising in importance sampling, can be viewed as a weighted version of Sanov’s theorem. The main theorem is applied to
quantify the performance of an importance sampling algorithm over a collection of subsets of a given target set as well as quantile estimates. The
proof of the main theorem relies on a weak convergence approach to large deviations.

EO00223: Concordance-assisted learning for estimating optimal individualized treatment regimes

Presenter:  'Wenbin Lu, North Carolina State University, United States

A new concordance-assisted learning (CAL) is presented for estimating optimal individualized treatment regimes. First, we will introduce a type
of concordance function for prescribing treatment and propose a robust rank regression method for estimating the concordance function. Then,
we will discuss the proposed CAL methods for estimating optimal treatment regimes that maximize the concordance function, named prescriptive
index, and for searching the optimal threshold. Moreover, we will discuss the convergence rates and asymptotic distributions of the proposed
estimators for parameters in the prescriptive index and the optimal threshold. Finally, we will present some simulations and an application to an
AIDS data to illustrate the practical use and effectiveness of the proposed methodology.

EO0345: Donsker and Glivenko-Cantelli theorems for a class of processes generalizing the empirical process

Presenter:  Davit Varron, University of Franche-Comte, France

The aim is to present a general limit theorem for sequences of random discrete probability measures for which the structural assumption is that the
point masses are conditionally i.i.d. given the weights. Such a class of random discrete measures not only encompasses the empirical measure, but
also encompasses the normalised homogenous completely random measures, stick breaking random measures (or priors). We shall state a Donsker
and a Glivenko Cantelli theorem for thoses radom measures, as processes indexed by a class of functions admitting a uniform entropy integral. As
a by product of our results, we will provide an alternative proof of the posterior consistency and the Bernstein von Mises phenomenon (in strong
topologies) of the Dirichlet process prior.
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EO0471: A refined notion of qualitative robustness for estimators derived from empirical measures

Presenter: Henryk Zaehle, Saarland University, Germany

A refinement of Hampel’s notion of qualitative robustness for empirical plug-in estimators is proposed. First, we present criteria for the refined
notion of robustness. Then, we apply these criteria to some specific plug-in estimators including empirical risk measures and maximum likelihood
estimators. Finally, we explain how the refined notion of robustness can be used to reasonably classify plug-in estimators w.r.t. their degrees of
robustness.

EO312 Room CLO 204 RECENT DEVELOPMENTS IN OPTIMAL DESIGN OF EXPERIMENTS Chair: Chiara Tommasi

EO0774: MV-optimization in binary response models

Presenter:  Victor Casero-Alonso, University of Castilla-La Mancha, Spain

Co-authors: Jesus Lopez-Fidalgo, Ben Torsney

MV-optimality will be considered in order to minimize the greater variance of the estimates of the parameters, obtaining maximum information
for fitting the model. In particular, binary response models are studied. These models can be seen as weighted linear regression models when
the weight function has a finite integral. A methodology and a software tool for obtaining M V-optimal designs in a compact interval are given.
Some illustrative examples are provided for some standard weight functions where the design space is a general interval [a, ] on the real line. A
representation of graphical MV-optimal designs is made in the Euclidean plane taking a and b as the axes.

EO0931: Optimal discrimination design between copula models

Presenter: Elisa Perrone, Institute of Science and Technology, Austria

Co-authors: Werner Mueller

Copula modeling is largely employed in many areas of applied statistics. However, the design of related experiments is still a neglected aspect. The
issue related to the choice of the copula is analyzed by using discrimination design techniques. A first look into the problem is given by considering
the usage of Ds-optimality in the sense of model discrimination. Moreover, we report some examples to highlight the flexibility of such approach.
Finally, the application of other discrimination criteria is also discussed.

EO0894: Optimal design, Lagrangian and linear model theories: A fusion

Presenter: Ben Torsney, Glasgow, United Kingdom

We consider the problem of optimizing a criterion of several variables, subject to them satisfying several linear equality constraints. Lagrangian
Theory requires that at an optimum all partial derivatives be exactly linear in a set of Lagrange Multipliers. It seems we can argue that the partial
derivatives, viewed as response variables, must exactly satisfy a Linear Model with the Lagrange Multipliers as parameters. This then is a model
without errors implying a fitted model with zero residuals. The residuals appear to play the role of directional derivatives in optimal design. Further,
if all variables are nonnegative, we can exploit the multiplicative algorithm for finding optimal design weights.

EO1244: Approximate optimal design for generalised linear mixed effects models

Presenter: Noha Youssef, American University in Cairo, Egypt

Finding an optimal design for a generalised linear mixed effects model involves the computation of Fisher information matrix. Fisher information
matrix requires the calculations of the second partial derivatives and expectations. We consider the cases where Fisher information matrix does not
have a closed form or the evaluation of these expectations are time consuming. Three alternatives for approximating Fisher information matrix of
are explored. The three alternatives are Laplace transformation, Gaussian quadrature and the Stochastic approximation optimization algorithms.
Numerical examples are presented to compare the efficiency of the three optimal designs obtained via the three different methods.

EO0096 Room MAL B34 DEPENDENCE MODELS AND COPULAS I Chair: Fabrizio Durante

EO0872: Conditional, partial and average copulas and association measures

Presenter: Irene Gijbels, Katholieke Universiteit Leuven, Belgium

Classical examples of association measures between two random variables include Pearson’s correlation coefficient, Kendall’s tau and Spearman’s
rho. For the situation where another variable influences the dependence between the pair, so-called partial association measures, such as a partial
Pearson’s correlation coefficient and a partial Kendall’s tau, have been proposed. In recent years conditional association measures have been
studied, such as a conditional Kendall’s tau. Such an association measure can be expressed in terms of a conditional copula. Even in case the
dependence structure between two variables is influenced by a third variable, one still wants to be able to summarize the dependence structure of
the pair by one single number, taking into account the additional influence. We discuss two different ways to do this. We study conditional, partial
and average copulas and association measures, discuss non- and semiparametric estimation of these, and investigate their asymptotic behaviour.
Examples are given to illustrate the use of the concepts and methods.

EO0771: Conditional copula simulation for systemic risk stress testing

Presenter: Claudia Czado, Technische Universitaet Muenchen, Germany

Since the financial crisis of 2007-2009 there is an active debate of regulators and academic researchers on systemic risk, with the aim of preventing
similar crises in the future or at least reducing their impact. A major determinant of systemic risk is the interconnectedness of the international
financial market. We propose to analyze interdependencies in the financial market using copulas. In particular we use the class of vine copulas,
which overcome limitations of the popular elliptical and Archimedean copulas. To investigate contagion effects among financial institutions, we
develop methods for stress testing by exploiting the underlying dependence structure. In a case study of 38 major inte